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1. Introduction

The representation of a physical system by mathematical formalism requires not only an intimate knowledge of the behavior of the natural phenomenon, but also a broad understanding of when and how mathematical equations can be used. An accurate model of a physical system, once created, can serve many purposes well beyond the scope or vision of the creator. In the ideal case, a model will faithfully represent the physical system whether the application be in control or prediction, at the macro-level or at the micro-level, interacting or in isolation. Of course, such a model will tend to grow in complexity to match the complexity of the physical system. In practice, models are often made ad-hoc, with a specific application in mind.

In this paper, we study the effects of chronic myelogenous leukemia (CML) using a delayed response model of the dynamics of the anti-leukemia immune response during Gleevec treatment. As presented in [14], the model is a state-based model in which cells transfer between various states based on stimuli or natural rates of cell development. The model describes the dynamics of two competing populations: leukemia cells and anti-leukemia T cells. A diagram of the dynamics of the model is shown in Figure 1.

The question of how to verify or improve a mathematical representation is a difficult one. To some extent, the process of refinement will be dictated by the use to which the model will be put. This is a reflection of the fact that models are often not completely accurate, but rather tools which are designed with a specific purpose in mind. In the vast majority of cases, the method of verification has been simulation and comparison with experimental data. There are several disadvantages to this approach in the case of myelogenous leukemia.

- The dynamics of the model are nonlinear and infinite-dimensional. Arbitrarily small errors in the initial condition may grow exponentially with time.
- The available experimental data are extremely sparse. Typical subjects will only have one or two measurements of the cancer cell population.
- The data collected is insufficient to reconstruct the state of the system. This is a common problem in modeling infinite-dimensional systems such as those with time-delay. In addition, cancer cell populations are not measured. Only anti-cancer T-cells are measured.
- The measurements are made over large time-scales. Typically several years.
- The measurement error is large.

When these factors are present, simulation may be a poor predictor of model performance.

For the case of chronic myelogenous leukemia, we must also consider the purpose of the model. This particular model was developed to identify the immune system response. The goal of quantifying this response is to allow for the development of more effective treatments which make use of this phenomenon. Therefore, while the development of effective simulations is helpful, in that it allows one to test treatment strategies in silica, the question of how the model can assist in developing treatment strategies is not addressed.
In this paper, we use robust control theory to address directly the question of whether the model accurately represents nature given uncertainties in measurement and patient data. We use newly developed computational methods to give model-based predictions when the patient data lies in some bounded region. The results are then compared with patient data to obtain areas of agreement.

The paper is organized as follows. In Section 2, we discuss the physiological background and present the model. In Section 3, we discuss computational methods of analysis. In Section 4, we consider the robustness of the model to patient parameters. In particular, in Section 4.1, we consider the question of the effect of delay on the stability of the model. Finally, in Section 5, we present concluding remarks.

2. Biological background

Chronic myelogenous leukemia (CML) is a cancer of the blood and bone marrow associated with the genetic mutation commonly known as the Philadelphia chromosome. The Philadelphia chromosome refers to a reciprocal translocation between chromosomes 9 and 22, which can be detected in more than 90% of all patients with CML [46]. The mutation results in the combination of two genes, the tyrosine kinase ABL gene of chromosome 9 and the BCR gene of chromosome 22, forming the BCR-ABL fusion gene [46]. The BCR-ABL gene results in continuously active transcription of the enzyme abl tyrosine kinase, causing the affected cell to keep dividing independently of other signals [41].

Currently, the standard therapy against CML is a molecular targeted drug called imatinib. Imatinib works by blocking the active site of the abl tyrosine kinase enzyme to inhibit uncontrolled division [3]. Under imatinib treatment, nearly all patients achieve hematologic remission [20] and 75% achieve cytogenetic remission [12]. However, imatinib does not completely eliminate leukemia cells and patients still have detectable disease at low levels [34]. In addition, patients inevitably relapse after stopping treatment [12].

Apart from imatinib, there is also increasing evidence that the immune system plays a key role in controlling CML and even sustaining imatinib-induced remission [2, 5, 8, 22, 26, 42, 46]. These recent studies indicate that a patient’s own immune system can mount a response against leukemia cells. However, it is well-known that allogeneic bone-marrow or stem cell transplantation (ABMT or ASCT) can completely cure CML via a blood-restricted graft-versus-host immune response mediated by donor lymphocytes [19, 43, 47]. In fact, ABMT is currently the only known cure for CML [43]. Furthermore, infusion of allogeneic donor lymphocytes after transplantation induces complete cytogenetic response (CR) in 75% of CML patients who relapse after ABMT [11, 16]. The graft-versus-host response that eliminates CML is primarily mediated by T cells, specifically CD8+ cells [15]. Hence, the adaptive immune response, particularly cytotoxic CD8+ T cell activity, plays an important role in controlling and possibly eliminating leukemia cells.

Without treatment, CML typically progresses through three phases. The first is the chronic phase, in which the cancer grows relatively slowly, the patient shows little or no outward symptoms, and the disease is responsive to therapy. Imatinib generally works most effectively during
the chronic phase and can maintain cytogenetic remission of leukemia for five years or more [40]. However, due to acquired resistance mutations to the drug, the chronic phase is eventually followed by a brief accelerated phase, during which the disease accelerates growth and becomes less responsive to therapy. After the accelerated phase, the final phase is called the blast crisis. During blast crisis, the disease no longer responds well to other therapeutic interventions, except possibly ABMT, which is mediated by an anti-leukemia immune response.

2.1. Modeling background

In this paper, we seek to model a patient’s anti-leukemia immune response as a delay differential equation. Delay differential equation (DDE) models have been used in the past for immune system modeling [4], but not as often as the more prevalent ordinary differential equations (ODEs) [35]. Other alternative approaches include stage-based and agent-based modeling [7], each of which offer different trade-offs in complexity and biological comprehensiveness. For immune modeling, DDE systems offer a unique advantage, because they provide a means for incorporating programmed immune responses. Several experimental studies show that when stimulated by a target, T cells undergo a program of division even if the original stimulation is removed [13, 24, 48]. Thus, the overall immune response at a given time is not directly dependent upon the current level of antigenic stimulus, but on the stimulus at some time in the past. This delayed dependence can be seen experimentally, since the T cell peak can occur even after complete clearance of antigen [28].

Among the DDE models that have been formulated to investigate immune and cancer dynamics are models by Luzyanina et al. who used a delayed system to describe T cell interactions with lymphocytic choriomeningitis virus [21]; Nelson and Perelson who devised a delay model to examine the influence of antiretroviral drugs on HIV [30]; and Villasana and Radunskaya who employed DDEs in a model considering tumor cells, immune cells, and a drug interfering with a specific phase of the cell cycle [49]. The delays in these models account for the transition times between various stages of immune and general cellular development, such as the progression from naïve to effector T cells, uninfected to infected T cells, and interphase to mitosis.

Two models that specifically study the immune response to CML are [29] and [27]. In the first work, Neiman formulates a DDE model to explain the transition of leukemia from the stable chronic phase to the unstable accelerated and acute phases [29]. In the second work, Moore and Li devise an ODE model and examine which model parameters are the most important in the success or failure of cancer remission. They conclude that cancer growth and death rates are the most important, and specifically that lower growth rates lead to a greater chance of cancer elimination [27].

Several recent models of CML have also been developed that do not incorporate the anti-leukemia immune response. For example, in [25], Michor et al. formulate a model for the dynamics of CML under imatinib treatment. Their model focuses, in particular, on the various levels of development of CML cells from the stem cell to the fully differentiated stage. In their model, imatinib greatly hinders the rate of progression through the various levels of development, causing a sudden drop in the leukemia population that happens in two distinct phases. They propose that
imatinib cannot affect CML stem cells, allowing the disease to inevitably persist. This model is formulated as a system of linear ODEs, and in our paper, we use this model and incorporate an anti-leukemia immune response.

In a related but independent paper, Roeder et al. formulate an alternative model of CML and imatinib in which CML stem cells exist in either quiescent or proliferating phases [40]. Unlike the Michor model, the Roeder model assumes imatinib affects proliferating stem cells. Since proliferating stem cells can circulate back into the quiescent phase, imatinib can thus eventually affect all stem cells. This alternative hypothesis leads to different CML dynamics involving the strength of imatinib treatment and the predicted duration of CML remission. Furthermore, it suggests a treatment strategy that could work by accelerating the rate at which quiescent CML stem cells become affected by imatinib. Their model is formulated as a stochastic agent-based model to include the effects of probabilistic effects and discrete cell populations.

Another approach comes from Komorova and Wodarz who develop a model that focuses on the drug resistance of CML cells [17]. In their model, they also assume that imatinib can influence all CML cells including stem cells and that relapse results primarily from acquired imatinib resistance mutations, rather than a steady growth of the stem cell compartment as in the Michor model [17, 25]. Komorova and Wodarz propose a treatment strategy involving multiple CML-targeted drugs to reduce the probability of any leukemia cell eventually acquiring resistance-mutations to all drugs. In particular, they use their model to mathematically determine that a treatment strategy of three drugs of relatively uncorrelated activity has a high chance of curing the disease. The difficulty with the treatment lies, however, in the fact that it is currently unclear what alternative drugs to imatinib could be used for a multiple-drug strategy as such treatments have not been developed yet. Their model is formulated as a discrete-time, stochastic model that updates cell populations at every time step based on various probabilistic processes. Essentially, it is similar in framework to the agent-based model of Roeder et al..

Several other age-structured and maturity-structured models for cell differentiation have been formulated as systems of PDEs. For example, Colijn and Mackey [9, 10] and Pujo-Menjouet and Mackey provide two age-structured models for normal hematopoiesis and for periodic CML [39]. In these models, cells spend constant amounts of time in various stages of development before progressing to successive stages. The models are formulated as systems of delay-differential equations (DDEs), where the delay values correspond to the time duration of each stage of cell development. As an alternative approach, Adimy and Pujo-Menjouet propose a model of cell division, in which the duration of each round of proliferation depends on the maturity of the cell [1]. This model is formulated as a system of hyperbolic PDEs with age and maturity variables that both increase over time.
2.2. The model

Our model is illustrated in the state diagram contained in Figure 1.

![State diagram of leukemia cell differentiation](image)

Figure 1: State diagrams for the dynamics of cancer and T cells in the model developed in [14]. The system of DDEs for the model is shown in (2.1).

The system of DDEs for the model is shown in (2.1).

The model consists of the five equations given below:

\[
\begin{align*}
\dot{y}_0(t) &= [r_y - d_0]y_0(t) - q_C p(C(t), T(t))y_0(t), \\
\dot{y}_1(t) &= a_y y_0(t) - d_1 y_1(t) - q_C p(C(t), T(t))y_1(t), \\
\dot{y}_2(t) &= b_y y_1(t) - d_2 y_2(t) - q_C p(C(t), T(t))y_2(t), \\
\dot{y}_3(t) &= c_y y_2(t) - d_3 y_3(t) - q_C p(C(t), T(t))y_3(t), \\
\dot{T}(t) &= s_T - d_T T(t) - p(C(t), T(t))C(t) \\
&\quad + 2^n p(C(t - nT), T(t - nT))q_C C(t - nT),
\end{align*}
\]

(2.1)

where

\[ p(C, T) = p_0 e^{-\gamma c k T}, \quad C = y_0 + y_1 + y_2 + y_3. \]

The first four equations are based on the model in [25]. They govern the dynamics of leukemia cells, and the variables \( y_0, y_1, y_2, \) and \( y_3 \) denote the concentrations of leukemia stem cells, progenitor cells, differentiated cells, and terminally differentiated cells. In addition, the parameters \( r_y, a_y, b_y, c_y, \) and \( d_i \) denote the rates of growth, differentiation, and death of each of the four stages of leukemia cell differentiation. The fifth equation as well as the final terms in the first four equations...
pertain to the dynamics of anti-leukemia T cells and interactions between T cells and leukemia cells. The variable $T$ denotes the concentration of T cells, and the time delay, $n \tau$, corresponds to the duration of T cell division. A thorough discussion of these equations and parameters is presented in [31].

In the original presentation and analysis of the model in [31], Niculescu et al. conduct a linear stability analysis for three parameter sets corresponding to three patients. In their analysis, they exploit the particular rank one structure of the delay matrix and use a geometric argument to find that the system is robustly stable for all three parameter sets for a wide range of delay values.

In [23], Mazenc et al. assume Gleevec is slightly less effective than estimated in [25] and update the death rate parameters appropriately. Using the new parameters, linear stability analysis yields that the system is robustly stable for two out of three of the parameter sets. However, the system is unstable for one of the parameter sets. In this paper, Mazenc et al. continue with a global nonlinear analysis in which they perform a coordinate transformation to isolate a linear ordinary differential system from an auxiliary nonlinear delay differential equation system. In this manner, they reduce the original five-dimensional nonlinear problem to the analysis of a two-dimensional nonlinear system and prove the existence of unbounded trajectories. Furthermore, they present sufficient conditions for the initial leukemia and T cell concentrations that guarantee unbounded solutions.

In this paper, we are interested in examining how parameters other than the time delay or initial conditions affect stability. The main difficulty with this problem is that perturbing any of these parameters changes the equilibrium cell concentrations, which in turn affects stability properties. Hence, to conduct this analysis, we need to consider Lyapunov-Krasovskii functionals of the delay differential equation (DDE) system under algebraic constraints, which come from the implicit equation for the equilibrium cell concentrations. This analysis is useful from a biological point of view, because we are interested in how the model is affected by a range of parameters beyond only the delay parameter and initial cell concentrations.

3. Computational tools

In this section, we describe an optimization-based approach to robust analysis of nonlinear and time-delayed systems.

3.1. The positivstellensatz and sum-of-squares

In this section, we present some recent results on optimization of polynomials which will be used in the computational analysis.

**Notation:** A polynomial $p$ is said to be positive on $G \subset \mathbb{R}^n$ if

\[ p(x) \geq 0 \quad \text{for all} \ x \in G. \]
If $G$ is not mentioned, then it is assumed $G = \mathbb{R}^n$. A semialgebraic set is a subset of $\mathbb{R}^n$ defined by polynomials $p_i$, as

$$G := \{ x \in \mathbb{R}^n : p_i(x) \geq 0, \ i = 1, \ldots, k \}.$$  

A polynomial $p(x)$ is said to be sum-of-squares (SOS) in variables $x$, denoted $p \in \Sigma_s[x]$ if there exist a finite number of other polynomials $g_i$ such that

$$p(x) = \sum_{i=1}^{k} g_i(x)^2.$$  

**Lemma 1.** A necessary and sufficient condition for the existence of a sum-of-squares representation for a polynomial $p$ of degree $2d$ is the existence of a positive semidefinite matrix, $Q$, such that

$$p(x) = Z(x)^T Q Z(x),$$  

where $Z$ is any vector whose elements form a basis for the polynomials of degree $d$.

Clearly, the existence of an SOS representation is sufficient for positivity of the polynomial $p$. However, it is not necessary. The advantage of working with the cone of SOS polynomials, as opposed to simply positive polynomials, is the fact that any SOS polynomial can be represented by a positive matrix. Thus positivity of a polynomial can be represented using a Linear Matrix Inequality (LMI). LMIs are a form of convex optimization over the positive matrices. There exist very efficient interior-point algorithms for optimization of positive matrices such as Sedumi [45] or DSPD [6]. Thus optimization of SOS polynomials is relatively routine. The issue of accuracy with respect to all positive polynomials can be addressed using Positivstellensatz-type results, as described below.

**Definition 2.** A set is semi-algebraic if it can be represented using polynomial inequality and equality constraints of the form

$$\{ x : p_i(x) \geq 0, q_j(x) = 0, \ i, j = 1, \ldots, N \}$$  

where the $p_i$ and $q_j$ are polynomial.

Semi-algebraic sets are important in polynomial optimization in that they offer refutations of positivity, e.g. $p(x) > 0$ for all $x$ if and only if $\{ x : -p(x) \geq 0 \} = \emptyset$. Thus feasibility of a semi-algebraic set is an alternative to polynomial positivity.

**Positivstellensatz** results are “theorems of the alternative” which say that either a semialgebraic set is feasible or there exists a sum-of-squares refutation of feasibility. The Positivstellensatz that we use in this paper is that given by Stengle [44].

**Theorem 3** (Stengle). **The following are equivalent**

1.  

$$\{ x : p_i(x) \geq 0 \ i = 1, \ldots, k \} = \emptyset$$

$$\{ x : q_j(x) = 0 \ j = 1, \ldots, m \} = \emptyset$$
2. There exist $t_i \in \mathbb{R}[x]$, $s_i, r_{ij}, \ldots \in \Sigma_a[x]$ such that
\[
-1 = \sum_i q_i t_i + s_0 + \sum_i s_i p_i + \sum_{i \neq j} r_{ij} p_i p_j + \cdots
\]

We use $\mathbb{R}[x]$ to denote the real-valued polynomials in variables $x$. For a given degree bound, the conditions associated with Stengle’s Positivstellensatz can be represented as a semidefinite program. Note that, in general, no such upper bound on the degree bound will be known a-priori. Positivstellensatz results can be used to prove robust stability of uncertain systems or local stability of nonlinear or chaotic systems.

3.2. Stability analysis using polynomials

Consider an ordinary differential equations of the form
\[
\dot{x}(t) = f(x(t))
\]
where $f: \mathbb{R}^n \to \mathbb{R}^n$ is continuous. This system is exponentially stable if there exists a differentiable function $V: \mathbb{R}^n \to \mathbb{R}$ such that there exist $\alpha, \beta, \gamma > 0$ such that
\[
\alpha \|x\|^2 \leq V(x) \leq \beta \|x\|^2
\]
\[
\dot{V}(x) = \nabla V(x)^T f(x) \leq -\gamma \|x\|^2
\]
for any $x$ along trajectories of the system. If the conditions only hold on a subset $\Omega \subset \mathbb{R}^n$, then the region of attraction of the trivial equilibrium can be estimated as $Y_\delta := \{ x : v(x) \leq \delta \} \subset \Omega$ for any $\delta > 0$.

For linear systems, quadratic Lyapunov functions are necessary and sufficient for stability. This means that stability analysis of state-space systems can be done algorithmically using Linear Matrix Inequalities (LMIs). The following Proposition shows how this is done for robust stability conditions for linear systems with parametric uncertainty.

**Proposition 4.** Suppose there exists a polynomial $A : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$, a constant $\varepsilon > 0$, and sum-of-squares polynomials $S_i, T_i : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ such that
\[
P(\alpha) - \sum_i S_i(\alpha) q_i(\alpha) \geq \varepsilon I
\]
and
\[
A(\alpha)^T P(\alpha) + P(\alpha) A(\alpha) + \sum_i T_i(\alpha) q_i(\alpha) \leq -\varepsilon I
\]
Then $\dot{x}(t) = A(\alpha)x(t)$ is exponentially stable for any fixed $\alpha$ such that $q_i(\alpha) \geq 0$.

That is, the system is stable when the parameter $\alpha$ lies in the semialgebraic set defined by the $q_i$. In the same manner, Positivstellensatz results can be used to derive local stability conditions for nonlinear ordinary differential equations.
**Proposition 5.** Suppose there exists a polynomial \( V : \mathbb{R}^n \to \mathbb{R} \), a constant \( \varepsilon > 0 \), and sum-of-squares polynomials \( s_i, t_i : \mathbb{R}^n \to \mathbb{R} \) such that
\[
V(x) - \sum_{i} s_i(x)q_i(x) \geq \varepsilon x^T x
\]
and
\[
\nabla V(x)^T f(x) + \sum_{i} t_i(x)q_i(x) \leq -\varepsilon x^T x
\]
Then there exist constants \( \mu, \delta, r > 0 \) such that
\[
\|x(t)\|_2 \leq \mu \|x_0\|_2 e^{-\delta t}
\]
for all \( t \geq 0 \) and initial conditions \( x_0 \in Y_\delta := \{ x : v(x) \leq \delta \} \subset Q \), where \( Q := \{ x : q_i(x) \geq 0 \} \) and \( \delta > 0 \).

That is, \( f \) is stable on the largest level set of \( V \) contained in the semialgebraic set defined by the \( q_i \).

### 3.3. Systems with time delay

Time delays, while a common modeling tool, can be very difficult to account for in analysis. Much research has been devoted to this subject and a number of computational tools have been proposed. We concentrate on the advances related to Lyapunov analysis. First consider a system with a time-delay of the following form.
\[
\dot{x}(t) = f(x(t), x(t - \tau)),
\]
where \( f : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) is continuous and \( \tau \geq 0 \). For these systems, the state is infinite-dimensional and Lyapunov theory must be generalized [18] using Lyapunov-Krasovskii functions. Now the theory states the system is stable if one can find a Lyapunov-Krasovskii function \( V : \mathcal{C}[-\tau, 0] \to \mathbb{R} \) and positive constants \( \alpha, \beta, \gamma \) such that
\[
\|\phi(0)\|^2 \leq V(\phi) \leq \beta \|\phi\|_\infty^2
\]
and
\[
\dot{V}(\phi) \leq -\gamma \|\phi(0)\|^2
\]
hold for any segment of trajectory, \( \phi \), and where \( \dot{V}(\phi) \) is the derivative of \( V \) along trajectories of the system. Note that the function, \( V \), has an argument in the infinite-dimensional state-space \( \mathcal{C}[-\tau, 0] \). The search for a Lyapunov function in this case is significantly more difficult than for finite-dimensional systems. If we consider only linear systems, we can refine the search to quadratic functions of the following form.
\[
V(\phi) = \int_{-\tau}^{0} \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix} M(s) \begin{bmatrix} \phi(0) \\ \phi(s) \end{bmatrix} ds + \int_{-\tau}^{0} \int_{-\tau}^{0} \phi(s)N(s,t)\phi(t) ds dt
\]
Conditions for stability of linear time-delay systems can be given using polynomial optimization. For simplicity, we only present the case of a single delay. See the references [38] or [32] for further explanation of these results and the generalization to multiple delays and nonlinear systems.

**Theorem 6.** The system \( \dot{x}(t) = A_0 x(t) + A_1 x(t - \tau) \) is stable if there exist polynomials \( M, T, N \) and positive semidefinite matrices \( Q, R \geq 0 \) such that the following conditions hold

\[
M(s) + \begin{bmatrix} T(s) & 0 \\ 0 & 0 \end{bmatrix} > 0 \quad \text{for all } s \in [-h, 0],
\]

\[
\int_{-h}^{0} T(s)ds = 0,
\]

\[
N(s, t) = Z(s)^T Q Z(t),
\]

\[
-L(M, N)(s) + \begin{bmatrix} Q(s) & 0 \\ 0 & 0 \end{bmatrix} > 0 \quad \text{for all } s \in [-h, 0],
\]

\[
\int_{-h}^{0} Q(s)ds = 0.
\]

\[
\frac{\partial}{\partial s} N(s, t) + \frac{\partial}{\partial t} N(s, t) = Z(s)^T R Z(t).
\]

Here

\[
L(M, N)(s) = \begin{bmatrix} A_0^T M_{11} + A_{11} A_0 & M_{11} A_1 & 0 \\ *^T & 0 & 0 \\ *^T & *^T & 0 \end{bmatrix}
\]

\[
+ \begin{bmatrix} 0 & 0 & A_0^T M_{12}(s) \\ *^T & 0 & A_1^T M_{12}(s) \\ *^T & *^T & 0 \end{bmatrix}
\]

\[
+ \frac{1}{h} \begin{bmatrix} M_{12}(0) + M_{21}(0) + M_{22}(0) & -M_{12}(-h) & 0 \\ *^T & -M_{22}(-h) & 0 \\ *^T & *^T & 0 \end{bmatrix}
\]

\[
+ \begin{bmatrix} 0 & 0 & N(0, t) - \dot{M}_{12}(s) \\ *^T & 0 & -N(-h, t) \\ *^T & *^T & -M_{22}(s) \end{bmatrix}.
\]

In this paper, we combine the results of Theorem 6 with the positivstellensatz to obtain robust stability conditions for time-delay systems. This mirrors the approach which was explained earlier in this section with respect to Proposition 4. In what follows, we show how these results are used to improve models of chronic myelogenous leukemia.
4. Analysis of the model

<table>
<thead>
<tr>
<th>Description (units)</th>
<th>P1</th>
<th>P4</th>
<th>P12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average # of T cell divisions</td>
<td>2.2</td>
<td>1.2</td>
<td>1.17</td>
</tr>
<tr>
<td>T cell death rate</td>
<td>1E-3</td>
<td>2.2E-3</td>
<td>7E-3</td>
</tr>
<tr>
<td>T cell supply rate</td>
<td>2E-6</td>
<td>9E-7</td>
<td>3E-5</td>
</tr>
<tr>
<td>Decay rate of immune response</td>
<td>1</td>
<td>7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 1: Definition of parameters and patient estimates

Consider the model given by (2.1) as developed in [14, 31]. In this section we look at the problem of uncertainty in the values of the patient parameters. We first note that these parameters cannot, at present, be measured directly in an efficient manner. Rather, the values of these parameters, for example as listed in Table 1, are inferred in an a-posteriori manner from the clinical data by tuning the values so that observed behavior will match the predicted patient response. The values listed in Table 1 produce the simulated results matched with experimental data illustrated in Figure 2. A discussion of the collection of the data and estimation of the parameters is given in the thesis work of P. Kim [14].

This approach to identification of patient parameters means that the inferred values of the parameters will have significant error. Furthermore, in most practical situations such as diagnosis and treatment, it is expected that the precise values of these parameters will never be known since insufficient data will be available to allow for patient-specific identification. Our conclusion, therefore, is that the parameters must be treated as unknowns which lie in some certain region of the parameter space. The regions proposed are chosen so as to encompass the estimated values given in Table 1.

The technical contribution of this paper is to provide a computational tool which can improve understanding of the influence of parametric uncertainty on the behavior the equilibrium corresponding to hematological remission. We will not focus on the question of global stability, but will rather consider linear stability of the hematological remission. This means we will not address the question of cancer elimination. The goal of this work is to create a way of validating the behavior by examining only the question of whether or not a patient remains in long term remission without a complete elimination. This will allow us to test validity of the model using only sparse data or qualitative observations.

4.1. The delay parameter

For completeness, we analyze the the influence of the delay parameter. Note, however, that a previous linear analysis of the delay parameter can be found in [23] and [31] using analytical and graphical methods respectively. Analysis of the delay is significantly simpler than for the other parameters and only a short outline of our procedure and results will be presented here. Particularly important for the delay parameter is that the location of the equilibrium point does not change with
the value of the delay. Therefore, by using the values of the non-delay patient parameters, as given in Table 1, one can linearize the dynamics by taking the Jacobian at these values.

In our analysis, the results of which can be found in Table 2, for each set of patient data, we used the Lyapunov-Krasovskii LMI conditions associated with Theorem 6 combined with the robust analysis tools associated with Proposition 4 to construct a Lyapunov-Krasovskii functional valid over the range of delay values $\tau \in [0, \bar{\tau}]$. Because the automated procedure requires relatively little time, we were able to use a bisection method to determine the maximum $\bar{\tau}$, the values of which are listed in Table 2. These results strongly indicate that delay is not a sensitive parameter on short time-scales given reasonable values of the other patient parameters.

4.2. Non-delay parameters

In this subsection, we consider how to account for variation in several of the patient-specific parameters included in the model. As stated before, this paper does not directly address the problem of nonlinearity in the state. We are, however, interested in capturing the nonlinear effects of the parameter as it enters into the model. For this reason, we retain the nonlinear features of the model.
Constructing a parameter-dependent model. Our first step in analyzing robustness of the model to parameter variation is to modify the model so as to be more amenable to computation. Specifically, at present the computational techniques described earlier can only be applied to dynamics described by polynomial or rational functions. Additionally, we would like to construct an approximation to the model which is linear in the state.

Since, as stated earlier, we are only interested in linear analysis, the first problem is easily overcome. All of the transcendental terms included in the original model may be approximated arbitrarily well by polynomials on a bounded region. Although there are many methods for making this approximation, we have chosen an interpolation-based method.

A more difficult problem is that the equilibrium point changes with variations in the parameters. For the delay parameter, our linear analysis used the value of the Jacobian at the equilibrium point. Since the value of the equilibrium is not a closed-form function of the parameters, this approach is no longer applicable. Recall the nonlinear system (2.1). This system of equations has three equilibrium points for the range of parameter values we are interested in. To create a model which is linear in the state, but captures the nonlinear dependence on the parameters \( n, dT, sT, \) and \( \gamma \), we calculate the Jacobian at regular values of the parameters and use an interpolation-based technique to construct an approximation to the parameter-dependent Jacobian. Although not truly rigorous, this method allows us to capture the essential behavior of the system. Some comments on the linearization procedure are as follows.

1. In order to simplify the presentation, we treat each variable separately. However, this is not necessary as one can just as easily interpolate in a multi-dimensional space.

2. The interpolation points are standard. See Figures 5 and 4.

3. Because the equilibrium point cannot be expressed as an explicit function of the system parameters, it must be solved numerically at each interpolation point using standard root-finding algorithms. Finding the correct equilibrium point corresponding to hematological remission is relatively simple as it is several orders of magnitude removed from the others.

4. The interpolation method used least-squares error minimization.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimates (P1, P4, P12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>2.2, 1.2, 1.17</td>
</tr>
<tr>
<td>( d_T )</td>
<td>0.001, 0.0022, 0.007</td>
</tr>
<tr>
<td>( s_T )</td>
<td>( 2 \times 10^{-6} ), ( 9 \times 10^{-7} ), ( 3.08 \times 10^{-5} )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1, 7, 0.8</td>
</tr>
<tr>
<td>( \tau_{\text{max}} )</td>
<td>222, 190, 334</td>
</tr>
</tbody>
</table>

Table 2: Stability results for patients P1, P4, and P12.
5. The interpolation error was constrained to be less than .001% of the size of the range of values considered.

While a number of elements of the system were not sensitive to variation of parameters, others showed variation. Some of this variation can be observed in the examples, as shown in the dependence of a particularly important element of the linear system matrices and plotted in Figure 3. In most cases, we found that a second order polynomial was sufficient to provide the needed accuracy. The new parameter-dependent models are complex and thus are not fully included here for reasons of space. Figure 3 depicts only one of 50 elements of the model.

![Figure 3: Variation in the 1, 1 entry of $A_0$ as a function of, reading from upper left, $\gamma$, $dT$, $sT$, and $n$. Both the model and selected data points are shown.](image)

Robustness analysis. Once a linear parameter-dependent model is obtained, the same methodology described in Section 4.1. can be applied. In particular, we use algorithms based on the LMIs in Theorem 6 combined with the robustness conditions of Proposition 4. General versions of these algorithms can be found online at [36].

Based on our analysis of the model with respect to the parameter, $\gamma$, we find that the system is stable for a relatively wide range of $\gamma$, the decay rate of immune responsitivity. This is illustrated
in Figure 4 where we depict the maximum stable region (dashed line) along with certain estimated values from long-term stable patient data. We also include the expected stability range (solid line) for comparison. From a biological perspective, this would correlate well with the fact that the fixed point under consideration corresponds to a very low leukemia cell concentration, where leukemia cells are no longer effective at immune downregulation.

![Figure 4: Stability region (dashed line) with respect to parameter $\gamma$ compared to patient data.](image)

On the other hand, the system is more sensitive to the parameter $n$, the average number of T cell divisions after stimulation. This relationship is illustrated in Figure 5 where we depict the maximum stable region (dashed line) along with certain estimated values from long-term stable patient data. We also include the expected stability range (solid line) for comparison. Experimentally, $n$ corresponds to the level of T cell proliferation after stimulus. Hence, we conclude that the model predicts that effectiveness of treatment is highly associated with the latent responsivity of anti-leukemia T cells before Gleevec-induced remission. This also corresponds well with observed behaviour. We also observe that the robust stability region does not include several values of the patient parameters. This is worrisome and suggests that either the values of the patient parameters are incorrect or modifications to the model may be needed to improve the robustness. It is noted, however, that the patient values are relatively close to the boundary. Therefore, the problem may in fact be due to simple numerical error.

![Figure 5: Stability region (dashed line) with respect to parameter $n$ compared to patient data.](image)

Finally, we found that the model was not robustly stable with respect to $s_T$. This observation may imply that stability is highly sensitive to this parameter. If so, this finding corroborates the results of the nonlinear analysis of [23], in which Mazenc et al. conclude that low initial T cell
concentrations coupled with high initial leukemia concentrations result in unbounded solutions. Since the initial T cell concentration is proportional to $s_T$, this interpretation is compatible with the findings of [23]. Further study is required to confirm this hypothesis.

5. Concluding remarks

In this paper, we pursue the use of new computational methods to improve a model of chronic myelogenous leukemia. As part of this process, we construct a linear parameter-dependent model of CML, develop algorithms for robust analysis of linear delayed systems, and compare our result with expected data. From our analysis, we conclude that the model predicts that stability of the system is sensitive to T cell-related parameters such as the responsitivity of T cells to stimulation and possibly the T cell supply rate into the system. This analysis suggests that the patient’s latent immune response might play a nontrivial supporting role in maintaining cancer remission during Gleevec treatment.
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