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Abstract—In this paper, we propose a parallel algorithm to solve the problem of robust stability of systems with large state-space and with large number of uncertain parameters. The dependence of the system on the parameters is polynomial and the parameters are assumed to lie in a hypercube. Although the parameters are assumed to be static, the method can also be applied to systems with time-varying parameters. The algorithm relies on a variant of Polya’s theorem which is applicable to polynomials with variables inside a multi-simplex. The algorithm is divided into formulation and solution subroutines. In the formulation phase, we construct a large-scale semidefinite programming problem with structured elements. In the solution phase we use a structured primal-dual approach to solve the structured semidefinite programming problem. In both subroutines, computation, memory and communication is efficiently distributed over hundreds and potentially thousands of processors. Numerical tests confirm the accuracy and scalability of the proposed algorithm.

I. INTRODUCTION

Models often contain uncertainty. Uncertainties come from many sources including linearization, model reduction or unknown operating conditions. In this paper, we address the robust stability problem of large-scale systems with polynomial dependence on several unknown parameters which lie on the hypercube. The problem of robust analysis and control of uncertain systems has thoroughly studied in references such as [1], [2], [3] in both the frequency domain [4] and the time domain [5], [6].

In this paper, we consider parameter-dependent systems of the form \( \dot{x}(t) = A(\alpha)x(t) + B(\alpha)u(t) \). Neglecting the input, \( A(\alpha) \) is stable for all \( \alpha \in \Delta \) if and only if there exists a function \( P(\alpha) \) such the Lyapunov inequality

\[
A(\alpha)^T P(\alpha) + P(\alpha)A(\alpha) < 0
\]

for all \( \alpha \in \Delta \). Several recent results have considered ways of using Linear Matrix Inequalities (LMIs) to construct functions \( P \) which satisfy this Lyapunov inequality [7], [8], [9], [10]. For example, it was shown in [11] that if \( A \) is polynomial, then we can assume that \( P \) is also polynomial. Unfortunately, however, this only helps us slightly, as the problem of verifying that a polynomial is positive is known to be NP-hard [12].

To find polynomial functions \( P \) which satisfy the Lyapunov inequality, researchers [13] have recently turned to Sum-of-Squares methods [14], [15] and Positivstellensatz results [16] to construct increasingly accurate and increasingly complex LMI-based tests for stability. Unfortunately, due to the inherent intractability of the problem of polynomial optimization, Sum-of-Squares (SOS) based algorithms typically run out of memory for even relatively small-sized problems. This fact makes it difficult to solve SOS-based algorithms on current desktop machines.

In this paper, we consider the problem of finding a polynomial solution to the Lyapunov inequality using high-performance computing resources including cluster computers and supercomputers. Similar to desktop computers, supercomputers have relatively slow per-core clock speed. Unlike desktop computers, however, supercomputers have hundreds of thousands of processors. This means that if all processors can be used simultaneously, the speedup from desktop to supercomputer can be large, resulting in an improved ability to solve problems with high dimension or several uncertain variables. Unfortunately, in order to simultaneously utilize hundreds of thousands of processors, our algorithms must be very carefully structured.

Unfortunately, although a great deal of effort has gone into creating parallel SDP solvers [17], optimization of positive matrices is known to be an inherently sequential problem [18], which means that on a massively parallel machine, certain centralized computations will increasingly dominate the run-time, resulting in logarithmic speedup curves in a phenomenon known as Amdahl’s law [19].

In this paper, we avoid Amdahl’s law by creating algorithms with decentralized structure. Unfortunately, although SOS is a very powerful tool for optimization of polynomials, the LMI conditions associated with this methodology do not have a readily exploitable structure. For this reason, we explore an alternative approach to optimization of polynomials based on Polya’s theorem [20], [21].

The use of Polya’s theorem to create an SDP-based test for robust stability is not new, and has been explored in e.g. [22], [23] for both the simplex and the hypercube. In previous work it has been shown that the computational complexity of the robust stability test based on Polya’s algorithm is roughly equivalent to that using the SOS framework.

In this paper, our approach is to show how to use parallel computing to set up and solve polynomial optimization problems based on Polya’s lemma. This work is an extension of the work in [24], [25], wherein we considered the problem of robust stability on a simplex: \( \{ x : \sum x_i = 1, x_i \geq 0 \} \). In this previous work, we were able to achieve scalability on hundreds of processors and solve robust analysis problems...
in systems with 100 states. Unfortunately, the simplex is a rather restrictive form of uncertainty set - it does not allow for parameters which take values on the interval or on a polytope. Additionally, we hope to eventually extend our algorithms to the problem of nonlinear stability, which required that the polynomial be defined over a set which include the origin - which the simplex does not.

Our approach is to use a recent extension of Polya’s algorithm to the multi-simplex [23] to create a parallel algorithm for optimization of polynomials with variables defined on the multi-simplex. When we say variables lie on the multi-simplex, we mean that different subsets of the variables lie on different simplexes. We show how parallel machines can be used with this new version of Polya’s algorithm to define a block-structure LMI problem of a form which is similar to the case of a single simplex - at the cost of an increased number of variables. We then apply the structured primal-dual approach of [25] to solve this structured LMI.

The result is an algorithm with almost no centralized computation, memory or communication - creating near-ideal speed-up. Specifically, we show that the communication operations per processor is proportional to \( \frac{1}{N_c} \), where \( N_c \) is the number of processors used by the algorithm. This implies that by increasing the number of processors, we actually decrease the communication overhead per processor and improve the speed-up. Naturally, there exists an upper-bound for the number of processors which can be used by the algorithm, beyond which, no speed-up is gained. This upper-bound is proportional to the number of uncertain parameters in the system and for practical problems will be far larger than the number of available processors.

This paper is arranged as follows. In Section II, we describe the notation. In Section III we show how to represent the given uncertain system matrix in the form of a class of homogeneous polynomials with uncertain parameters inside the unit multi-simplex - the form required for input to the algorithm. In Section IV, we explain Polya’s algorithm, the stability conditions and the SDP problem associated with this algorithm. The parallel setup algorithm and its complexity analysis are addressed in Section V. Finally, the speed-up and accuracy of the algorithm are demonstrated by two examples in Section VI.

# II. Notation

We denote a monomial by \( \alpha^\gamma = \prod_{i=1}^l \alpha_i^{\gamma_i} \), where \( \alpha \in \mathbb{R}^l \) is the vector of variables and \( \gamma \in \mathbb{N}^l \) is the vector of exponents. For a given number of variables, \( l \), define the set \( \mathcal{W}_d := \{ \gamma \in \mathbb{N}^l : \sum_{i=1}^l \gamma_i = d \} \) which represents the set of monomials of degree \( d \) in \( l \) variables. We represent the homogeneous matrix-valued polynomial \( P(\alpha) \) of degree \( d_p \) as

\[
P(\alpha) = \sum_{h \in \mathcal{W}_{d_p}} P_h \alpha^h,
\]

where \( P_h \in \mathbb{R}^{n \times n} \) are the coefficients of the monomials and \( \mathcal{W}_{d_p} \) is the set of the exponents of the monomials in \( P(\alpha) \). Consider the case where \( \alpha = (\alpha_1, \cdots, \alpha_N) \) with \( \alpha_i \in \mathbb{R}^n \), and \( h = (h_1, \cdots, h_N) \), where \( h_i \in \mathcal{W}_{d_p} \). Then we represent a class of homogeneous polynomials of degree \( d_p = \sum_{i=1}^N d_{p_i} \) as

\[
P(\alpha) = \sum_{h_1 \in \mathcal{W}_{d_{p_1}}} \cdots \sum_{h_N \in \mathcal{W}_{d_{p_N}}} \gamma(h_1, \cdots, h_N) \alpha_1^{h_1} \cdots \alpha_N^{h_N}.
\]

We define \( d_p = (d_{p_1}, \cdots, d_{p_N}) \) as the vector of the degrees of the variables \( \alpha_1, \cdots, \alpha_N \). We often use the lexicographical ordering of monomials, wherein \( \alpha_1^{h_1} \cdots \alpha_N^{h_N} \) precedes \( \alpha_1^{d_1} \cdots \alpha_N^{d_N} \), if the left-most non-zero entry of \( h - h' = (h_1 - h_1', \cdots, h_N - h_N') \) is positive. We denote the \( l \)-dimensional unit simplex by \( \Delta_l \) as

\[
\Delta_l := \{ \alpha \in \mathbb{R}^l : \sum_{i=1}^l \alpha_i = 1, \alpha_i \geq 0 \}
\]

The unit multi-simplex \( \Delta_{l_1, \cdots, l_N} \) is the Cartesian product of \( N \) unit simplexes; i.e., \( \Delta_{l_1, \cdots, l_N} := \Delta_{l_1} \times \cdots \times \Delta_{l_N} \). The subspace of symmetric matrices and cone of positive definite symmetric matrices in \( \mathbb{R}^{n \times n} \) are denoted by \( \mathcal{S}_n \) and \( \mathcal{S}_n^+ \), respectively. \( \text{diag}(X_1, \cdots, X_m) \) denotes a block-diagonal matrix in \( \mathbb{R}^{mn \times mn} \) whose diagonal blocks are \( X_1, \cdots, X_m \in \mathbb{R}^{n \times n} \). \( I_n \) and \( 0_n \) are the identity and zero matrices of dimension \( n \). We will use a standard basis for \( \mathcal{S}_n \), which is defined as

\[
[E_k]_{ij} = \begin{cases} 
1 & i = j = k, \\
0 & \text{otherwise}, 
\end{cases} \text{ for } k \leq n
\]

and \( [E_k]_{ij} = [A_k]_{ij} + [A_k]_j^T \) for \( k > n \), where

\[
[A_k]_{ij} = \begin{cases} 
1 & i = j = k - n, \\
0 & \text{otherwise}.
\end{cases}
\]

The canonical basis for \( \mathbb{R}^n \) is denoted by \( e_i \) for \( i = 1, \cdots, n \), where \( e_i = [0 \cdots 0 \ 1 \ 0 \cdots 0] \).

\( \mathbf{1}_n \in \mathbb{R}^n \) is the vector with all elements equal to 1.

# III. Preliminaries

In this paper, we address the stability of the uncertain linear systems of the form

\[
\dot{x}(t) = A(\alpha)x(t),
\]

where \( A(\alpha) \in \mathbb{R}^{n \times n} \) is a homogeneous matrix-valued polynomial of degree \( d_\alpha \) and can be represented as

\[
A(\alpha) = \sum_{h_1 \in \mathcal{W}_{d_{\alpha_1}}} \cdots \sum_{h_N \in \mathcal{W}_{d_{\alpha_N}}} \gamma(h_1, \cdots, h_N) \alpha_1^{h_1} \cdots \alpha_N^{h_N},
\]

with variables in the multi-simplex \( \alpha \in \Delta_{l_1, \cdots, l_N} \).

A. Representing \( A(\alpha) \) in homogeneous form with \( \alpha \in \Delta_{l_1, \cdots, l_N} \).

In this section, we show how to transform non-homogeneous polynomials with parameters on the hypercube into homogeneous polynomials on the multi-simplex, as introduced in II.

Case 1: Non-homogeneous \( A(\alpha) \), \( \alpha \in \Delta_{l_1, \cdots, l_N} \).

Suppose the polynomial \( A(\alpha) \) with \( N_\alpha \) monomials and
\( \alpha \in \tilde{\Delta}_{[i_1, \cdots, j_\ell]} \) is not homogeneous. Define \( D_{a,k} = (d_{a_1,k}, \cdots, d_{a_N,k}) \in \mathbb{N}^N \) for \( k = 1, \cdots, N_a \), where \( d_{a,k} \) is the total degree of the variables inside \( \Delta_k \), in the \( k \)th monomial of \( A(\alpha) \) according to lexicographical ordering. To evaluate the stability of the system \( \dot{x}(t) = A(\alpha)x(t) \) for all \( \alpha \in \tilde{\Delta}_{[i_1, \cdots, j_\ell]} \), we evaluate the stability of \( \dot{x}(t) = B(\alpha)x(t) \), where \( B(\alpha) = A(\alpha) \) for all \( \alpha \in \Delta_{[i_1, \cdots, j_\ell]} \) and where \( B(\alpha) \) is obtained as follows.

1) Initialize \( B = A \).
2) For \( k = 1, \cdots, N_a \), multiply the \( k \)th monomial of \( B(\alpha) \), according to lexicographical ordering, by \( \prod_{i=1}^{N} \left( \sum_{j=1}^{l_i} \alpha_{i,j} (d_{a_i,j} - d_{a_i,k}) \right) \), where 
   \[
d_{a_i,j} = \max_{k=1, \cdots, N_a} d_{a_k,i} \quad \text{for} \quad i = 1, \cdots, N. \quad (3)
\]

As an example, consider the non-homogeneous polynomial 
\[
A(\alpha) = A_1(\alpha_{1,1} + \alpha_{1,2}) \alpha_{2,1} + A_2 \alpha_{1,1}^2 + A_3 \alpha_{2,2},
\]
where \( N = 2, N_a = 4, (\alpha_{1,1}, \alpha_{1,2}, \alpha_{2,1}, \alpha_{2,2}) \in \Delta_2 \) and \( D_{a,1} = (1, 1), D_{a,2} = (1, 1), D_{a,3} = (2, 0), D_{a,4} = (0, 1) \). The homogeneous form of \( A(\alpha) \) is 
\[
A(\alpha) = A_1(\alpha_{1,1} + \alpha_{1,2})^2 \alpha_{2,1} + A_2 \alpha_{1,1}^2 \alpha_{2,2} + A_3 \alpha_{1,1}^2 \alpha_{2,2} + A_4 (\alpha_{1,1} + \alpha_{1,2}) \alpha_{2,1} + A_5 (\alpha_{1,1} + \alpha_{1,2}) \alpha_{2,2} + A_6 \alpha_{2,1} \alpha_{2,2} + A_7 \alpha_{2,1} \alpha_{2,2},
\]
where 
\[
A_1(\alpha_{1,1} + \alpha_{1,2})^2 = A_1, \quad A_2(\alpha_{1,1} + \alpha_{1,2}) = A_2, \quad A_3(\alpha_{1,1} + \alpha_{1,2}) = A_3,
\]
\[
A(\alpha_{1,1} + \alpha_{1,2}) = A_4, \quad A(\alpha_{1,1} + \alpha_{1,2}) = A_5, \quad A(\alpha_{1,1} + \alpha_{1,2}) = A_6.
\]

Case 2: \( A(\alpha) \) with \( \alpha \) inside the hypercube \( \Phi_N \)
Define hypercube \( \Phi_N \subset \mathbb{R}^N \) as follows.
\[
\Phi_N := \{ \alpha \in \mathbb{R}^N : |\alpha_i| \leq r_i, \text{ for } i = 1, \cdots, N \}.
\]
Suppose \( \alpha = (\alpha_{1,1}, \cdots, \alpha_{N,1}) \in \Phi_N \). To evaluate the stability of the system \( \dot{x}(i) = A(\alpha)x(i) \) for all \( \alpha \in \Phi_N \), we evaluate the stability of \( \dot{x}(i) = B(\alpha)x(i) \) for all \( \alpha \in \Delta_{[i_1, \cdots, j_\ell]} \), where 
\[
\{ A(\alpha) : \alpha \in \Phi_N \} = \{ B(\alpha) : \alpha \in \Delta_{[i_1, \cdots, j_\ell]} \} \quad \text{and} \quad B(\alpha) \quad \text{is obtained as follows.}
\]

1) Initialize \( B = A \).
2) Define new variables \( \alpha_i^{\prime} = \frac{\alpha_i^{\prime}}{r_i^2} \in [0, 1], \) for \( i = 1, \cdots, N \) and substitute \( \alpha' \) for \( \alpha \) in \( B(\alpha) \).
3) Define a new set of variables \( \beta_1, \cdots, \beta_\ell \in [0, 1] \) such that \( (\alpha_i^{\prime}, \beta_i) \in \Delta_\ell \) for \( i = 1, \cdots, N \).
4) Recalling that \( D_{a,k} = (d_{a_1,k}, \cdots, d_{a_N,k}) \) is the vector of degrees of \( k \)th monomial in \( A(\alpha') \), for \( k = 1, \cdots, N_a \), multiply the \( k \)th monomial in \( B(\alpha') \), according to lexicographical ordering, by \( \prod_{i=1}^{N} \left( \alpha_i^{\prime} + \beta_i \right)^{d_{a_i,k}} \), where \( d_{a_i,k} \) is the same as in (3).

IV. Problem setup
In this section, we derive a set of stability conditions for systems with uncertainties on the multi-simplex. We apply Polya’s theorem [20] to a Lyapunov inequality to construct a set of stability conditions that are independent of the uncertainty parameters. The following is a Lyapunov stability condition [22].

**Theorem 1:** The linear system (1) is stable if and only if there exists a polynomial matrix \( P(\alpha) \) such that \( P(\alpha) > 0 \) and 
\[
A^T(\alpha)P(\alpha) + P(\alpha)A(\alpha) < 0 \quad (4)
\]
for all \( \alpha \in \tilde{\Delta}_{[i_1, \cdots, j_\ell]} \).

The stability condition in Theorem 1 is intractable [12]. To construct a sequence of tractable conditions we use a variant of Polya’s theorem [20] for polynomials with variables inside the unit multi-simplex. This result can be implied from the work in [23].

**Theorem 2:** (Polya’s Theorem) The homogeneous polynomial \( F(\alpha) > 0 \) for all \( \alpha \in \tilde{\Delta}_{[i_1, \cdots, j_\ell]} \) if and only if for all sufficiently large \( d \), 
\[
\prod_{i=1}^{N} \left( \sum_{j=1}^{l_i} \alpha_{i,j} \right)^d F(\alpha) \quad (5)
\]
has all positive definite coefficients.

In the following subsection we derive the parameter-independent stability conditions associated with Polya’s theorem.

A. Polya’s algorithm and its associated stability conditions

In order to verify the robust stability of system (1) we look for a \( P(\alpha) \in \mathbb{S}^n_+ \) that satisfies (4). According to [26], we can assume that \( P \) is homogeneous. If we let \( P \) be homogeneous and of degree \( d_p = \sum_{i=1}^{n} d_{p,i} \), then we can represent \( P \) as 
\[
P(\alpha) = \sum_{h_1 \in \mathcal{W}_{d_{p,1}}} \cdots \sum_{h_N \in \mathcal{W}_{d_{p,N}}} P(h_1, \cdots, h_N) \beta_{h_N} \cdots \beta_{h_1} \quad (6)
\]
where we are trying to find the matrices \( P(h_1, \cdots, h_N) \in \mathbb{R}^{n \times n} \).

Using Polya’s theorem, the constraints of Theorem 1 can be written as follows:
\[
- \prod_{i=1}^{N} \left( \sum_{j=1}^{l_i} \alpha_{i,j} \right)^d (A^T(\alpha)P(\alpha) + P(\alpha)A(\alpha))
\]
have all positive definite coefficients.

By substituting for \( A(\alpha) \) and \( P(\alpha) \) from (2) and (6) in the above conditions and calculating the coefficients of monomials, there exist \( \beta_{h_N} \) and \( H_{h_N} \) such that the conditions can be expressed as 
\[
\sum_{h_1 \in \mathcal{W}_{d_{1}}} \cdots \sum_{h_N \in \mathcal{W}_{d_{N}}} \beta_{h_N} \cdots \beta_{h_1} \gamma_{h_N} \cdots \gamma_{h_1} P(h_1, \cdots, h_N) > 0 \quad (7)
\]
for \( \gamma_i \in W_{dp_i} + d_i, \cdots, \gamma_N \in W_{dp_N} + d_N \), and
\[
\sum_{h_1 \in W_{dp_1}} \cdots \sum_{h_N \in W_{dp_N}} \left( H^i_{[h_1, \cdots, h_N], \gamma} \right) P_{[h_1, \cdots, h_N]} + P_{[h_1, \cdots, h_N]} H^j_{[h_1, \cdots, h_N], \gamma} \leq 0 \quad (8)
\]
for \( \gamma_i \in W_{dp_i} + d_i, \cdots, \gamma_N \in W_{dp_N} + d_N + d' \).

Calculating \( \beta \):
To calculate the \( \{ \beta_{[h_1, \cdots, h_N], \gamma} \} \) coefficients and \( \{ H_{[h_1, \cdots, h_N], \gamma} \} \) we provide the following recursive formulas. These formulas are the generalized form of the recursive formulas which were provided in [27] for the case of a single simplex. First for \( \gamma_i \in W_{dp_1}, \cdots, \gamma_N \in W_{dp_N} \), and \( h_1 \in W_{dp_1}, \cdots, h_N \in W_{dp_N} \) set
\[
\beta^{(0)}_{[h_1, \cdots, h_N], \gamma} = \begin{cases} 1 & h_1 = \gamma, \cdots, h_N = \gamma_N \\ 0 & \text{otherwise.} \end{cases}
\]
Then for \( i = 1, \cdots, d, \gamma_i \in W_{dp_1} + i, \cdots, \gamma_N \in W_{dp_N} + i \) and \( h_1 \in W_{dp_1}, \cdots, h_N \in W_{dp_N} \) we have
\[
\beta^{(i)}_{[h_1, \cdots, h_N], \gamma} = \sum_{\lambda_i \in W_{dp_i} + i - 1} \sum_{\lambda_N = \gamma_N - \epsilon_j} \beta^{(i-1)}_{[h_1, \cdots, h_N], \{\lambda_1, \cdots, \lambda_N\}} \cdot
\]
Finally, set \( \beta_{[h_1, \cdots, h_N], \gamma} = \beta^{(d)}_{[h_1, \cdots, h_N], \gamma} \), where \( \gamma \in W_{dp_i} + d_i \).

Calculating \( H \):
To calculate \( H_{[h_1, \cdots, h_N], \gamma} \) coefficients, first for \( \gamma_i \in W_{dp_1} + d_i, \cdots, \gamma_N \in W_{dp_N} + d_N \) and \( h_1 \in W_{dp_1}, \cdots, h_N \in W_{dp_N} \) let
\[
H^i_{[h_1, \cdots, h_N], \gamma} = \sum_{\delta_N \in W_{dp_N}} \cdots \sum_{\delta_1 \in W_{dp_1}} A_{[\delta_1, \cdots, \delta_N]} \cdot
\]
Then, for \( i = 1, \cdots, d, \gamma_i \in W_{dp_1} + d_i, \cdots, \gamma_N \in W_{dp_N} + d_N + i \) and \( h_1 \in W_{dp_1}, \cdots, h_N \in W_{dp_N} \) we have
\[
H^i_{[h_1, \cdots, h_N], \gamma} = \sum_{\lambda_N = \gamma_N + i} \sum_{\lambda_i = \gamma_i + i} H^i_{[h_1, \cdots, h_N], \{\lambda_1, \cdots, \lambda_N\}} \cdot
\]
Finally, set \( H_{[h_1, \cdots, h_N], \gamma} = H^i_{[h_1, \cdots, h_N], \gamma} \) where \( \gamma_i \in W_{dp_1} + d_i, \cdots, \gamma_N \in W_{dp_N} + d_N + d' \).

To solve the LMI conditions in (7) and (8), we express them in the form of a dual Semi-Definite Programming (SDP) problem with a block-diagonal structure that is suitable for decentralized computation. The following section defines the dual SDP problem.

B. The SDP problem elements
Semidefinite programming is the optimization of a linear objective function over the cone of positive definite matrices and subject to linear matrix equality and/or inequality constraints. Given the SDP elements \( C \in \mathbb{S}_m, a \in \mathbb{R}^2 \) and \( B_i \in \mathbb{S}_m \), we define the dual formulation of SDP as
\[
\begin{align*}
& \min_{y, d} \quad a^T y \\
& \text{subject to} \quad \sum_{i=1}^K y_i B_i - C = Z \\
& \quad Z \succeq 0, \quad y \in \mathbb{R}^K
\end{align*}
\]
where \( Z \in \mathbb{S}_m \) and \( y \in \mathbb{R}^K \) are the dual variables. We define the SDP elements associated with the conditions (7) and (8) as follows. The element \( C \) is
\[
C = \text{diag}(C_1, \cdots, C_L, C_{L+1}, \cdots, C_{L+M}),
\]
where for a given \( d \) and \( N \)-dimensional multi-simplex,
\[
L = \prod_{i=1}^N \frac{(d_i + d_i - 1)!}{(d_i)! (d_i - 1)!}
\]
is the number of monomials in \( \prod_{i=1}^N \left( \sum_{j=1}^{L_i} \alpha_{i,j} \right)^d P(\alpha) \) and
\[
M = \prod_{i=1}^N \frac{(d_i + d_i + d_i + d_i - 1)!}{(d_i + d_i + d_i)! (d_i - 1)!}
\]
is the number of monomials in
\[
\prod_{i=1}^N \left( \sum_{j=1}^{L_i} \alpha_{i,j} \right)^d \langle \alpha \rangle^d P(\alpha) + P(\alpha) A(\alpha),
\]
and for \( j = 1, \cdots, L + M, \)
\[
C_j = \begin{cases} e_i \xi_j, & 1 \leq j \leq L \\ 0, & L + 1 \leq j \leq L + M, \end{cases}
\]
where \( \xi \in \mathbb{N}^L \) is calculated as follows. First let
\[
\xi^{(0)} = \left[ \frac{(d_N + d)!}{\prod_{i=1}^N h_{N(i)}}, \cdots, \frac{(d_N + d)!}{\prod_{i=1}^N h_{N(i)} d_{dp_N} + d)!} \right],
\]
where \( h_{N(i)} \in \Delta_{N(i)} \), and the scalar \( h_{N(i)} \) denotes the exponent of the \( i \)th variable in the \( j \)th element of \( W_{dp_N} \) according to lexicographical ordering and where
\[
f(l, g) = \frac{(l + g - 1)!}{g!(l - 1)!}
\]
is the number of monomials in a polynomial of degree \( g \) with \( l \) variables. Then for \( k = 1, \cdots, N, \) set
\[
\xi^{(k)} = \rho^{(k-1)} \odot \left[ \frac{(d_{p_k} + d)!}{\prod_{i=1}^N h_{N(i)}} \cdots, \frac{(d_{p_k} + d)!}{\prod_{i=1}^N h_{N(i)} d_{dp_N} + d)!} \right],
\]
where \( r(k) = N - k + 1 \) and \( h_{N-k+1} \in \Delta_{N-k+1} \). Finally, set
\[
\xi = \xi^{(N)}.
\]
For \( i = 1, \cdots, K \), the elements \( B_i \) are defined as
\[
B_i = \text{diag}(B_{i1}, \cdots, B_{iL}, B_{iL+1}, \cdots, B_{iL+M}),
\]
and subject to linear matrix equality and/or inequality constraints. Given the SDP elements \( C \in \mathbb{S}_m, a \in \mathbb{R}^2 \) and \( B_i \in \mathbb{S}_m \), we define the dual formulation of SDP as
\[
\begin{align*}
& \min_{y, d} \quad a^T y \\
& \text{subject to} \quad \sum_{i=1}^K y_i B_i - C = Z \\
& \quad Z \succeq 0, \quad y \in \mathbb{R}^K
\end{align*}
\]
where
\[ K = \frac{n(n+1)}{2} \prod_{i=1}^{N} \frac{(d_{pi} + l_i - 1)!}{d_{pi}!(l_i - 1)!}. \] (14)

is the number of dual variables of SDP problem that is equal to the total number of upper-triangular elements in the coefficients of \( P(\alpha) \) and where

\[
\begin{align*}
B_{i,j} = & \left\{ \sum_{h_{N} \in \mathbb{W}_{dp}} \cdots \sum_{h_{1} \in \mathbb{W}_{dp}} \beta_{h_{1}, \cdots, h_{N}} \cdot \{ \lambda_{1}, \cdots, \lambda_{Nj} \} \cdot P_{h_{1}, \cdots, h_{N}}(e_{i}), \right. \\
& \left. \sum_{h_{N} \in \mathbb{W}_{dp}} \cdots \sum_{h_{1} \in \mathbb{W}_{dp}} H^T_{h_{1}, \cdots, h_{N}} \cdot \{ \gamma_{1}, \cdots, \gamma_{Nj} \} \cdot P_{h_{1}, \cdots, h_{N}}(e_{i}), \right. \\
& \left. + P_{h_{1}, \cdots, h_{N}}(e_{i}) H_{h_{1}, \cdots, h_{N}}(\{ \gamma_{1}, \cdots, \gamma_{Nj} \}), \right. \\
& \left. \text{for } 1 \leq j \leq L \right\},
\end{align*}
\] (15)

where \( \lambda_{i} \) is the \( i^{th} \) element of \( \mathbb{W}_{dp} \), using lexicographical ordering and \( \gamma_{i,j} \) is the \( (j-L)^{th} \) element of \( \mathbb{W}_{dp} \) using lexicographical ordering and

\[ P_{h_{1}, \cdots, h_{N}}(x) = \sum_{k=1}^{n} E_{k} x_{k+N(\{ h_{1}, \cdots, h_{N} \}) - 1}, \]

where \( E_{k} \) is the basis of \( S_{n} \) from Section II, \( h_{N} \) is the lexicographical index of \( h \), \( \tilde{N} \) is the dimension of system (1). Finally, by setting
\[ a = \bar{1} \in \mathbb{R}^{K}, \]

the SDP problem associated with Polya’s algorithm is defined. In the following section, we propose a parallel setup algorithm to calculate the SDP elements defined in this section.

V. PARALLEL SETUP ALGORITHM

In this section we propose a parallel setup algorithm that represents the stability conditions in (7) and (8) in the form of an SDP problem with elements in (9) and (13). A brief description of the algorithm is presented below, wherein we suppose the algorithm is run on \( N_{c} \) processors.

A. Algorithm description

Inputs:
The dimension of the hypercube (or multi-simplex) \( N \), the dimensions of the simplexes \( l_{1}, \cdots, l_{N} \), the vector of degrees of variables in \( A(\alpha) \) and \( P(\alpha) \) that are \( D_{a} = (d_{a_{1}}, \cdots, d_{a_{M}}) \) and \( D_{p} = (d_{p_{1}}, \cdots, d_{p_{N}}) \). The dimension of the state-space \( n \), the coefficients of \( A(\alpha) \) and the Polya’s exponent \( d_{max} \).

Step 1: Initialization

For \( i = 1, \cdots, N_{c} \), processor \( i \)
1) Receives the input variables from the user and sets \( d = 0 \).
2) Calculates the number of monomials in \( P(\alpha) \) and \( A(\alpha) \) denoted by \( N_{pa} \) and \( N_{a} \) using (10).
3) Sets \( b = \sum_{k=1}^{l_{i}} l_{k} \).
4) Creates the set of exponents of the monomials in \( P(\alpha) \) denoted by \( Z_{p_{0}} = \{ p_{0,1}', \cdots, p_{l_{i}} \} \), where \( p_{0,j} \in \mathbb{N}^{b} \).

Step 2: Constructing the sets of exponents for \( A(\alpha) \) and \( P(\alpha) \)

For \( i = 1, \cdots, N_{c} \), processor \( i \)
1) Sets \( N_{p} = N_{pa} \).
2) Creates the set of exponents of the monomials in \( P(\alpha) \) with lexicographical indices \( (i-1)N_{p}^{\alpha} \) to \( iN_{p}^{\alpha} \) denoted by \( Z_{p}^{\alpha} = \{ p_{1}', \cdots, p_{l_{i}}' \} \), where \( p_{1}' \in \mathbb{N}^{b} \) and
\[ N_{p}^{\alpha} = \text{floor}\left( \frac{N_{p}}{N_{c}} \right). \] (16)

3) Receives the coefficients of the monomials in \( A(\alpha) \) with lexicographical indices \( (i-1)N_{a}^{\alpha} \) to \( iN_{a}^{\alpha} \), from the user, where
\[ N_{a}^{\alpha} = \text{floor}\left( \frac{N_{a}}{N_{c}} \right). \]

4) Creates the set of exponents of the monomials in \( A(\alpha) \) with lexicographical indices \( (i-1)N_{p}^{\alpha} \) to \( iN_{p}^{\alpha} \) denoted by \( Z_{a}^{\alpha} = \{ a_{1}', \cdots, a_{N_{a}}' \} \), where \( a_{1}' \in \mathbb{N}^{b} \).

Step 3: Constructing the sets of exponents for \( P(\alpha)A(\alpha) \)

For \( i = 1, \cdots, N_{c} \), processor \( i \)
1) Calculates the number of monomials in \( P(\alpha)A(\alpha) \) denoted by \( N_{pa} \) and using (11).
2) Creates the set of exponents of the monomials in \( P(\alpha)A(\alpha) \) with lexicographical indices \( (i-1)N_{pa}^{\alpha} \) to \( iN_{pa}^{\alpha} \) denoted by \( Z_{pa}^{\alpha} = \{ pa_{1}', \cdots, pa_{N_{pa}}^{\alpha} \} \), where \( pa_{1}' \in \mathbb{N}^{b} \).
\[ N_{pa}^{\alpha} = \text{floor}\left( \frac{N_{pa}}{N_{c}} \right). \] (17)

3) For \( j = 1, \cdots, N_{pa} \) and \( k = 1, \cdots, N_{pa}^{\alpha} \), if \( a_{j}' + p_{0,j} \notin Z_{pa}^{\alpha} \), then sends the coefficient of the monomial in \( A(\alpha) \) with the exponent \( a_{j}' \) to the processors with index \( r \), such that \( a_{j}' + p_{0,j} \in Z_{pa}^{\alpha} \).
4) For \( j = 1, \cdots, N_{pa}^{\alpha} \) and \( k = 1, \cdots, N_{pa}^{\alpha} \), if \( pa_{j}' - p_{k}' \notin Z_{pa}^{\alpha} \), then receives the coefficient of the monomial in \( A(\alpha) \) with the exponent \( pa_{j}' - p_{k}' \) from the processors with index \( r \), such that \( pa_{j}' - p_{k}' \in Z_{pa}^{\alpha} \).

Step 4: Initializing \( \beta \) and \( H \) coefficients

For \( i = 1, \cdots, N_{c} \), processor \( i \)
1) For \( j = 1, \cdots, N_{pa} \) and \( k = 1, \cdots, N_{pa}^{\alpha} \) sets
\[ \beta_{i,j,k}^{\alpha} = \begin{cases} 1 & j = (i-1)N_{pa}^{\alpha} + k \\ 0 & \text{otherwise} \end{cases}. \]
2) For \( j = 1, \cdots, N_{pa} \) and \( k = 1, \cdots, N_{pa}^{\alpha} \) sets \( H_{i,j}^{\alpha} = 0_{\alpha} \).
3) For \( j = 1, \cdots, N_{pa} \) and \( k = 1, \cdots, N_{pa}^{\alpha} \), sets \( H_{i,j}^{\alpha} = H_{i,j}^{\alpha} + A_{(i-1)N_{pa}^{\alpha}+k} \), where \( I \) is the lexicographical index of the monomial with exponent \( a_{j}' + p_{0,j} \) in \( Z_{pa}^{\alpha} \) and where \( A_{(i-1)N_{pa}^{\alpha}+k} \) is the coefficient of

the monomial in $A(\alpha)$ with lexicographical index $(i-1)N_a^i + k$.

**Step 5: Updating the set of exponents of $P(\alpha)$ and $P(\alpha)A(\alpha)$**

For $i = 1, \ldots, N_c$, processor $i$

1) Sets $d = d + 1$.
2) For $j = 1, \ldots, N$, sets $d_{p_j} = d_{p_j} + 1$ and $d_{a_j} = d_{a_j} + 1$.
3) Calculates $N_{p_j}$ using (10) and $N_{pa2}$ using (11), $N_{p_2}$ using (16) and $N_{p22}$ using (17).
4) Calculates the set of exponents of $\prod_{i=1}^{N} (\sum_{j=1}^{i} \alpha_{i,j})^d P(\alpha)$ denoted by $Z_{p2}$ and the set of exponents of $\prod_{i=1}^{N} (\sum_{j=1}^{i} \alpha_{i,j})^d P(\alpha)A(\alpha)$ denoted by $Z_{pa2}$.

**Step 6: Updating $\beta$ and $H$ coefficients**

1) For $i = 1, \ldots, N_c$ and for $j = 1, \ldots, N_p$, if the monomial with exponent $p_i^j + 1 \in Z_{p2}$, then processor $i$ sets $\beta_{k,j} = \beta_{k,j}^i + \beta_{k,j}^i$ for $k = 1, \ldots, N_{p_0}$, where $I$ is the lexicographical index of $p_i^j + 1$. If $p_i^j + 1 \in Z_{p2}$ where $r \neq i$, then processor $r$ sends $\beta_{k,j}^r$ to processor $i$, and processor $i$ sets $\beta_{k,j} = \beta_{k,j}^i + \beta_{k,j}^i$ for $k = 1, \ldots, N_{p_0}$.
2) For $i = 1, \ldots, N_c$ and for $j = 1, \ldots, N_{pa2}$, if the monomial with exponent $pd_i^j + 1 \in Z_{p2}$, then processor $i$ sets $H_{k,j} = H_{k,j}^i + H_{k,j}^i$ for $k = 1, \ldots, N_{p_0}$, where $I$ is the lexicographical index of $pd_i^j + 1$. If $pd_i^j + 1 \in Z_{p2}$ where $r \neq i$, then processor $r$ sends $H_{k,j}^r$ to processor $i$, and processor $i$ sets $H_{k,j} = H_{k,j}^i + H_{k,j}^i$ for $k = 1, \ldots, N_{p_0}$.

**Step 7: Updating parameters**

For $i = 1, \ldots, N_c$, processor $i$

1) Sets $N_p = N_{p1}$, $N_{pa} = N_{pa2}$, $N'_p = N'_{p1}$ and $N'_{pa} = N'_{pa2}$.
2) Sets $Z_p = Z_p^i$ and $Z_{pa} = Z_{pa2}^i$.
3) If $d < d_{\text{max}}$, go to Step 5.

**Step 8: Calculating the SDP elements**

For $i = 1, \ldots, N_c$, processor $i$

1) Calculates $C_j$ for $j = (i-1)N_{pa} + 1, \ldots, iN_{pa}$ using (12).
2) Calculates $B_{jk}$ for $j = 1, \ldots, K$ and $k = (i-1)N_{pa} + 1, \ldots, iN_{pa}$ using (15), where $K$ is defined in (14).

**Outputs:**
The SDP elements $C$ and $B_i$ for $i = 1, \ldots, K$.

**B. Complexity analysis**

In this section, the algorithm performance in terms of speed-up, computation cost, communication cost and memory requirement is discussed.

**Computation cost:**
The most computationally expensive part of the algorithm is the calculation of $B_{ij}$ elements for $i = 1, \ldots, K$ and $j = 1, \ldots, L + M$. It can be shown that, if the number of processors is equal to $L$, then the number of operations per processor at each iteration is

$$n^2 \sum_{i=1}^{N_c} \frac{L + M}{N_c} \cdot \prod_{j=1}^{L} p_{ij} + d_{ij} + d,$$

where $L_0 = \prod_{i=1}^{N_c} (d_{p_i} + d_{a_i} + 1)!$. Recall that $N_c$ is the number of processors, $d_{p_i}$ is the degree of the variable $\alpha_i \in \Delta_i$ in the polynomial $P(\alpha)$, $d_{a_i}$ is the degree of the variable $\alpha_i \in \Delta_i$ in the polynomial $A(\alpha)$ and $d$ is the Polya’s exponent. In case of systems with uncertain parameters inside a single-simplex, this confirms that the number of operations scales as $L^{2d_{p_0} + d_{a_0} + d}$ as reported in [25]. The number of operations versus the dimension of hypercube $N$ is plotted in Fig. 1 for different Polya’s exponents $d$. The figure shows that for the case of hypercube, the number of operations grows exponentially with the dimension of the hypercube; whereas for the case of simplex the number of operations grows polynomially. This means that the algorithms developed in this paper can handle fewer uncertain variables than was possible for a single simplex [27].

**Communication cost:**
In the worst scenario, where every processor sends all its $\{H\}$ coefficients to all the other processors, it can be shown that the communication cost per processor at each iteration is

$$\sim (\text{floor}(\frac{L}{N_c}) + \text{floor}(\frac{M}{N_c}))(n^2 \prod_{i=1}^{N_c} \frac{L + M}{N_c} \prod_{j=1}^{L} p_{ij} + d_{ij} + d + 1),$$

where $N_c \leq L$. Therefore, by increasing the number of processors, the communication cost per processor decreases and the scalability of the algorithm is improved. In case of the systems with uncertain parameters inside a single-simplex, the number of communication operations

$$\sim \frac{n^2}{N_c} p_{ij} + d_{ij} + d + 1$$

which is the same result as reported in [25]. Again, it can be shown that the communication cost increases exponentially.
with the dimension of the hypercube; whereas in the case of simplex the communication cost increases polynomially.

**Speed-up:**
In the proposed setup algorithm, the calculation of \{\beta\} and \{H\} coefficients is distributed among the processors. The calculation is performed with no centralized (sequential) operation. As a result the algorithm can achieve near-ideal speed-up, i.e.

\[
SP_N = \frac{N}{D + NS} = \frac{N}{1 + 0} = N,
\]

Where \(D = 1\) is the ratio of the operations performed by all processors simultaneously to total operations performed simultaneously and sequentially. \(S = 0\) is the ratio of the operations performed sequentially to total operations performed simultaneously and sequentially.

**Memory requirement:**
The amount of memory for storing the SDP elements versus the number of uncertain parameters in the unit hypercube and unit simplex, for different dimensions of the state-space \(n\) and Polya’s exponents \(d\) is shown in Fig. 2. In all cases of the hypercube we use \(d_{pi} = d_{ui} = 1\) for \(i = 1, \ldots, N\). The figure shows that for the case of hypercube, the required memory increases exponentially with the number of uncertain parameters, whereas for the case of the simplex the required memory increases polynomially.

![Fig. 2. Required memory for the calculation of SDP elements versus the number of uncertain parameters in the unit hypercube and unit simplex, for different state-space dimensions \(n\) and Polya’s exponents \(d\).](image)

VI. EXAMPLES

In this section, we evaluate the accuracy and the scalability of the proposed algorithm in the following examples.

**Example 1: Accuracy**
To illustrate accuracy, we first consider a simple system where the system matrix is a linear function of the uncertain parameters [13].

\[
\dot{x}(t) = \left( A_0 + \sum_{i=1}^{d} \alpha_i A_i \right) x(t),
\]

where \(\alpha_i \in [-b, b]\) for \(i = 1, \ldots, 4\) and

\[
A_0 = \begin{bmatrix}
-3 & 0 & -1.7 & 3 \\
-0.2 & -2.9 & -1.7 & -2.6 \\
0.6 & 2.6 & -5.8 & -2.6 \\
-0.6 & 2.9 & -3.3 & -2.4
\end{bmatrix},
\]

\[
A_1 = \begin{bmatrix}
1.1 & -2.7 & -0.4 & -1.1 \\
2.2 & 0.7 & -1.5 & 0.4 \\
-1.2 & -1.1 & 0.7 & 3 \\
-1.2 & -2.2 & -3.2 & -1.4
\end{bmatrix},
\]

\[
A_2 = \begin{bmatrix}
1.6 & 2.7 & 0.1 & 0.6 \\
-3.6 & 0.4 & -0.1 & 2.3 \\
-1.1 & 2 & -0.7 & -1.8 \\
-2.6 & -1.5 & -1 & 0.8
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
-0.6 & 1.5 & 0.5 & -1.6 \\
0.2 & -0.1 & 0.2 & 0.3 \\
-0.1 & 0.2 & -0.2 & 1.2 \\
-0.5 & -1.2 & 1.7 & -0.1
\end{bmatrix},
\]

\[
A_4 = \begin{bmatrix}
-0.4 & -0.1 & -0.3 & 0.1 \\
0.1 & 0.3 & 0.2 & 0 \\
0 & 0.2 & -0.3 & 0.1 \\
0.1 & -0.2 & -0.2 & 0.2
\end{bmatrix}
\]

The goal is to find the maximum \(b\) such that the system is stable for all \(\alpha_i \in [-b, b]\). Using the procedure in section III-A, we first represent the system in the homogeneous form with uncertain parameters inside the unit hypercube; i.e.,

\[
\dot{x}(t) = \left( A'_0 + \sum_{i=1}^{d} \alpha'_i A'_i \right) x(t), \quad \alpha' \in \overline{D}_d,
\]

where \(\overline{D}_d\) is the unit hypercube. Then we solve the problem

\[
\text{max } b
\]

s.t. system (18) is stable for all \(\alpha \in \overline{D}_d\)

using a bisection search, where at each iteration of the bisection search we use the proposed setup algorithm to construct the SDP problem and use the parallel SDP solver in [27] to solve the SDP. The resulting optimal values for \(b\) are shown in Fig. 3 for different degrees of \(P(\alpha)\) and Polya’s exponents \(d\). The maximum value for \(b\) is found to be 0.8739 which matches the value obtained in [13].

![Fig. 3. Maximum bound on uncertain parameters for stability versus Polya’s exponent for different degrees \(D_{pi}\) of \(P(\alpha)\).](image)
The tests are implemented on a Linux-based Karlin cluster computer at Illinois Institute of Technology. In all the runs, $D_p = (2, 2, 2, 2), D_\alpha = (1, 1, 1, 1)$ and $\alpha \in \Phi_4$. Fig. 4 shows the computation time of the algorithm versus the number of processors, for two different state-space sizes and two different number of iterations (Polya’s exponents $d$). We claim that the linearity of the curves in all cases implies near-perfect scalability of the algorithm.

VII. CONCLUSION AND FUTURE WORKS

In this paper, we have designed a scalable parallel algorithm to construct a set of structured LMI conditions for solving optimization problems with constraints in the form of polynomial positivity over the hypercube. This algorithm can be used to perform robust analysis and control of systems with uncertainties which lie within the hypercube. This approach can be readily extended to positivity on polytopes through vector scaling and the addition of redundant constraints. The algorithm was tested on large cluster computers and the complexity compared to the case of stability on a single simplex [25]. Near-perfect scalability of algorithm was demonstrated for large numbers of processors. Ongoing work involves extending our algorithm to the problem of nonlinear stability and implementation of our algorithm on GPU-based supercomputers.
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