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Abstract—We propose a method to estimate the region of attraction of a nonlinear ODE based only on measurements of the trajectory - implying that the nonlinear vector field need not be known a priori. This method is based on using trajectory data to determine values of a form of converse Lyapunov function at a finite number of point in the state-space. Least absolute deviations is then used to fit this data to a Sum-of-Squares polynomial whose level sets then become estimates for the region of attraction. This learned Lyapunov function can then be used to predict whether newly generated initial conditions lie in the region of attraction. Extensive numerical testing is used to show that the method correctly predicts whether a new initial condition is within the region of attraction.

I. INTRODUCTION

Finding the region of attraction of nonlinear Ordinary Differential Equations (ODEs) is well-studied and important problem. For instance, estimates of the region of attraction have been used in cases such as verifying and validating flight control, [6], and analyzing cancer dormancy equilibria as in [16]. Unfortunately, in many real-world cases the vector field defining the ODE may not be known a priori. In such cases, there are no currently available methods for estimating the region of attraction.

In this paper then we consider systems of the form

\[
\dot{x} = f(x), \quad x(0) = x_0, \quad (1)
\]

where \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the vector field and \( x_0 \in \mathbb{R}^n \) is the initial condition. We assume the vector field is unknown, but trajectory data is available. Specifically, define \( g(x_0, t) \) to be the solution map of Eq. (1), where \( g(x, 0) = x \) and \( \frac{d}{dt} g(x, t) = f(g(x, t)) \) for all \( x \in \mathbb{R}^n \) and \( t \geq 0 \). Then we assume trajectory data is available in the form of \( g(x_i, k \Delta t) \) for \( k = 1, ..., m \) and \( i = 1, \ldots, m \). The question is then how to use this data to estimate the region of attraction.

Current methods for estimating the region of attraction can be separated as either Lyapunov based or non-Lyapunov based. Many of the non-Lyapunov based methods involve numerically integrating the vector field of the ODE (and therefore require a priori knowledge of the function \( f(x) \)). One such numerical method, [7], involves identifying the equilibrium points whose unstable manifolds contains initial conditions that approach the equilibrium point of interest, which is usually performed by integrating the vector field. The union of these manifolds are then within the region of attraction. Other methods involve numerically integrating the vector field in the forward and reverse direction and observing the trajectories of a set of initial conditions as in [9].

Lyapunov based methods estimate the region of attraction on a compact set \( X \subseteq \mathbb{R}^n \) by searching for a Lyapunov function \( V : \mathbb{R}^n \rightarrow \mathbb{R} \), and a maximum scalar \( c \) to generate the set \( D := \{ x | V(x) \leq c, \ x \neq 0 \} \) such that the time derivative of the Lyapunov function \( \dot{V}(x) < 0 \) and \( V(x) > 0 \) for all \( x \in D \). There are no constraints on the function \( V(x) \) except that it must be positive on the set \( D \), for instance we see logarithmic Lyapunov functions in [1].

If we consider polynomial Lyapunov functions then the search Lyapunov proofs of stability can be cast as a semi-definite programming problem using the Sum-of-Squares (SOS) technique. The toolbox SOSTools [18], provides a general purpose sum-of-squares programming solver that solves these types of problems using Semi-Definite Programming (SDP) solvers such as SeDuMi [19]. Note, however, that even when the ODE of a system is known, \( \dot{x} = f(x) \), and the function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is polynomial, methods for finding the region of attraction involve a bilinear SOS optimization problem that can be, at least approximately, solved using bisection [13] or genetic algorithms [11]. SDP techniques have also been used to find Lyapunov functions as a certificate of stability such as in [5] and [12] for switched and hybrid systems.

Perhaps most relevant to this paper, in the case where an ODE and Lyapunov function are known, but the ODE does not capture all the dynamics of the system, [4] establishes a data-based approach to estimate these unmodeled dynamics and return an estimate of the region of attraction for the system.

Regarding the problem at hand, we need to determine a method that depends on given trajectories as opposed to the nonlinear ODE of a system. To do so we rely on the set of converse Lyapunov theorems [10], which guarantee the existence of Lyapunov functions for establishing stability on the region of attraction. In this paper we consider such a converse Lyapunov function,

\[
V(x) = \int_0^\infty \|g(x, t)\|^2 dt. \quad (2)
\]

Since we do not have the solution map, \( g(x, t) \), for the given system we can not determine \( V(x) \) analytically. However, by observing and integrating trajectories \( g(x_i, t) \) over possibly multiple initial conditions \( x_i \), we may determine \( y_i = V(x_i) \)
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for each of the initial conditions and then search for a function, $V^*(x)$ that minimizes the sum of the errors $|V^*(x_i) - y_i|$. Specifically this is the least absolute deviations problem

$$\min_{h \in H} \sum_{i=1}^{m} |h(x_i) - y_i|,$$

where we will define $H$ to be the convex cone of sum-of-squares polynomials, $x_i \in \mathbb{R}^n$ from $i = 1, ..., m$ to be the given initial conditions and $y_i = V(x_i)$. We briefly note that there has been some work on using trajectory data to fit Lyapunov functions for purposes other that estimating the region of attraction [15], [17]. However, these results provide no labeling (i.e. the true or estimated value of $V(x_i)$ is unknown) and hence cannot be used to estimate stability regions.

Upon obtaining the optimal Lyapunov function $V^* = h \in H$ through solution of optimization problem (3), we estimate the region of attraction as a maximal level set of the Lyapunov function. That is, if we define $V^*_\gamma = \{ x \mid V^*(x) \leq \gamma \}$ and $\gamma^* = \max_i V^*(x_i)$, then $V^*_\gamma$ becomes our estimate for the region of attraction.

The paper is organized as follows. Notation is introduced in Section II, and Lyapunov theory is presented in Section III where we further detail the converse Lyapunov function and how we approximate the region of attraction using the level sets. In Section IV we consider how to solve optimization problem (3), and in Section V we discuss the method for computing an estimate of the region of attraction. Finally Section VI presents numerical results of the algorithms on two different dynamical systems, including the Van Der Pol oscillator.

II. NOTATION

We use $S^n$ and $S^{n+}$ to denote the symmetric matrices and cone of positive semidefinite matrices of size $n \times n$ respectively. Furthermore let the function $Z_d : \mathbb{R}^n \to \mathbb{R}^n$ denote the vector of monomials of degree $d$ or less, where $q = \binom{n+d}{d}$. Finally, we denote the ring of multivariate polynomials with real coefficients as $\mathbb{R}[x]$, and the cone of SOS polynomials as $\Sigma_x$. We say a function $V$ is positive definite if $V(0) = 0$ and $V(x) > 0$ for all $x \neq 0$.

III. LYAPUNOV THEORY

First consider a nonlinear ordinary differential equations of the form,

$$\dot{x} = f(x), \quad x(0) = x_0$$

where $f : \mathbb{R}^n \to \mathbb{R}^n$. We assume, for simplicity, that a solution map, $g(x,t)$, exists where $\partial_t g(x,t) = f(g(x,t))$ and $g(x,0) = x$.

We will assume without loss of generality that $f(0) = 0$, and thus $x = 0$ is an equilibrium point of the nonlinear ODE.

Definition 1: Given a nonlinear ODE, $\dot{x} = f(x)$, the point $x = 0$ is asymptotically stable on the set $X$ if,

$$\lim_{t \to \infty} g(x,t) = 0, \quad \forall x \in X$$

where $\partial_t g(x,t) = f(g(x,t))$ and $g(x,0) = x$.

The purpose of this paper then is to use trajectory data to determine the largest set on which a given nonlinear ODE is asymptotically stable. We defining this set, $S$, as the region of attraction via

$$S := \{ x \in \mathbb{R}^n \mid \lim_{t \to \infty} g(x,t) = 0 \}.$$ 

To find estimates of $S$ we use Lyapunov functions. Lyapunov functions are globally nonnegative functions, $V : \mathbb{R}^n \to \mathbb{R}$ that can be used to prove asymptotic stability on a set $X$.

Specifically, if $X \subset \mathbb{R}^n$ is a compact set, and $V : X \to \mathbb{R}$ is a continuously differentiable function such that

$$V(0) = 0$$

$$V(x) > 0 \quad \text{for} \quad x \in X, x \neq 0$$

$$\nabla V(x)^T f(x) < 0 \quad \text{for} \quad x \in X, x \neq 0$$

then the nonlinear ODE $f(x)$ is asymptotically stable on any sublevel set of $V(x) \subset X$, where a sublevel set of $V(x)$ is defined as

$$V_\gamma = \{ x \in \mathbb{R}^n \mid V(x) \leq \gamma \}.$$

To show that Lyapunov functions may be used to precisely estimate the region of attraction, $S$, we quote the following converse Lyapunov result [14].

Theorem 2: For a nonlinear ODE $\dot{x} = f(x)$, where $f : X \to \mathbb{R}^n$ is locally Lipschitz and $X \subset S$, where $S$ is the region of attraction, then there is a continuous positive definite function $W(x)$ such that

$$V(x) = \int_0^\infty \|g(x,t)\|^2 dt \geq 0, \quad V(0) = 0$$

$$\nabla W(x) \leq -W(x), \quad \forall x \in S$$

where $\partial_t g(x,t) = f(g(x,t))$ and $g(x,0) = x$ and for any $c > 0$, the set $\{ V(x) \leq c \}$ is a compact subset of $S$.

This Lyapunov function has the important property that $S = \lim_{c \to \infty} V_c$.

In practice, of course, we do not have a closed form solution of this converse Lyapunov function. However, because the value of the converse Lyapunov function at point, $x$, is defined as the integral of the forward-time trajectory from initial condition $x$, we may estimate the value of this converse function at point $x_i$ by observing the trajectory with initial condition $x_i$ and integrating $g(x_i, t)$ to obtain $V(x_i)$. In this way, it is possible to use almost any converse Lyapunov form to create labeled data for the purpose of estimating the converse function.

IV. FITTING DATA TO SUM-OF-SQUARES POLYNOMIALS USING LEAST ABSOLUTE DEVIATIONS

We first assume that we have a set of inputs $x_i \in \mathbb{R}^n$ for $i = 1, ..., m$ as well as corresponding values, $y_i \in \mathbb{R}^+$. The problem we are interested in solving then is how to find an optimal function, say $h : \mathbb{R}^n \to \mathbb{R}^+$ that is constrained to be
While the objective function is still not linear, we may define an alternative formulation of least absolute deviations, defined as

$$\min_{h \in H} \sum_{i=1}^{m} |h(x_i) - y_i|,$$

(5)

where $H$ is a set of functions that we are searching over. While the objective function is still not linear, we may define a dummy variable $\gamma \in \mathbb{R}^m$ as well as $2m$ constraints to obtain the following optimization problem,

$$\min_{h \in H, \gamma \in \mathbb{R}^m} \sum_{i=1}^{m} \gamma_i$$

such that:

$$h(x_i) - y_i \geq \gamma_i$$

$$y_i - h(x_i) \geq \gamma_i,$$

(6)

which is equivalent to optimization problem (5).

Now that the objective of the optimization problem is linear we must decide on the set of admissible functions, $H$. Because we are interested in finding Lyapunov functions, and because Lyapunov functions must be globally non-negative, we will choose $H$ to be the set of SOS polynomials.

Formally we may define the SOS polynomials as the set,

$$\Sigma_S := \{ f \mid f(x) = \sum_{i=1}^{n} p_i(x)^2, p_i(x) \in \mathbb{R}[x], n \in \mathbb{N} \}$$

which are clearly nonnegative for all $x \in \mathbb{R}^n$. A given function, of degree $2d$, is $p \in \Sigma_S$ if and only if there exists a matrix $P \in \mathbb{S}^{q+}$ such that

$$p(x) = Z_d(x)^TPZ_d(x),$$

where $Z_d(x) \in \mathbb{R}^q$ is the vector of monomials of degree $d$ or less and $q = \binom{n+d}{n}$. The constraints that $P \in \mathbb{S}^{q+}$ and $p(x) = Z_d(x)^TPZ_d(x)$ can be enforced using semi-definite programming (SDP). If we substitute the parametrization $h(x) = Z_d^T(x_i)PZ_d(x_i)$ in optimization problem (6), we have

$$\min_{P \in \mathbb{R}^{q \times q}, \gamma \in \mathbb{R}^m} \sum_{i=1}^{m} \gamma_i$$

such that:

$$Z_d^T(x_i)PZ_d(x_i) - y_i \geq \gamma_i$$

$$y_i - Z_d^T(x_i)PZ_d(x_i) \geq \gamma_i, P \succeq 0.$$  (7)

Since the value of $Z_d^T(x_i)PZ_d(x_i)$ is linear with respect to the elements of $P$, this optimization problem then has $2m$ linear constraints, one semi-definite constraint of size $q \times q$ and a linear objective function. This problem can then be efficiently solved as a semi-definite program using interior point methods such as those in [2] and a suitable solver such as mosek [3] or SeDuMi [19].

We will define the solution to optimization problem (7) as $P^*$ and can recover the optimal function as, $V^*(x) = Z_d(x)^TP^*Z_d(x)$. We will next define a method to use this optimal function to determine an estimate of the region of attraction.

V. OPTIMAL APPROXIMATIONS OF A CONVERSE LYAPUNOV FUNCTION

In the previous section we defined an optimization problem which determines the optimal map from a set of inputs $x_i$ to a set of outputs $y_i$ with the constraint that the image of the map be nonnegative. In this section, we show how to
use trajectory data to associate the inputs $x_i$ with labels $y_i$, where $y_i = V(x_i)$, where $V$ is the converse Lyapunov form obtained in Equation (2). Furthermore, given the solution to the resulting Optimization Problem (7), we show that the result can be combined with the trajectory data to obtain estimates of the region of attraction.

A. Determining the Value of a Converse Lyapunov Function

In this subsection, we use trajectory data to define inputs of the form $x_i$ and associated labels of the form $y_i = \log(1 + V(x_i))$, where $V$ if the converse Lyapunov function defined in Equation (2). If we let $g(x,t)$ be the solution map to the nonlinear ODE, then we define our trajectory data to be of the form of vectors $a(i,j) = g(x_i,j\Delta t)$ for $j = 1,\ldots,K$ where $\Delta t$ is the measurement time-step and $x_i$ are the initial conditions used to generate the trajectories. Then

$$V(x_i) = \int_0^{K\Delta t} \|g(x,t)\|^2 dt + V(a(i,K)).$$

If we take $K$ sufficiently large, we may assume $a(i,K) \approx 0$. If we likewise assume $\Delta t$ is small, then we make the approximation

$$V(x_i) = \int_0^{K\Delta t} \|g(x,t)\|^2 dt \approx \sum_{j=0}^K \|a(i,j)\|^2 \Delta t. \quad (8)$$

In practice, of course, we use a trapezoidal approximation of this integral.

We conclude that a given set of trajectories at $K$ time instants associated with $L$ initial conditions gives us $KL$ values of $V(x)$. As mentioned previously in this subsection, however, we do not use $V(x_i)$ as our label. This is because $V(x)$ grows very quickly as $x$ approaches the edge of the region of attraction and decreases quickly near the origin, resulting in several orders of magnitude variation. This variation causes performance issues when solving Optimization Problem (7) - points of a smaller magnitude have less influence on the value of the optimal function $V^*(x)$. To resolve this issue we instead use data labels $y_i = \log(1 + V(x_i))$ as data for the optimization algorithm where the values of $V(x_i)$ are obtained from Equation (8). This means, however, that the actual output from the optimization solver is

$$h^*(x) = Z^T_d(x)P^*Z_d(x) \equiv \log(1 + V(x))$$

from whence we may obtain our estimate of the converse function as

$$V(x) = 10^{h^*(x)} - 1.$$ 

Note that when $h^*(x) > 0$ if and only if $V(x) > 0$ and $h^*(x) = 0$ if and only if $V(x) = 0$. Furthermore, $V(x(t)) \leq 0$ implies $h^*(x(t)) \leq 0$ and hence $h^*(x)$ is fitting to a valid Lyapunov function for the system - albeit not the original converse from Section 2.

B. Estimating the Region of Attraction

Having show how trajectory data can be used to provide training data for finding a Lyapunov function, we now discuss how to use that function to estimate the region of attraction. We denote this fitted Lyapunov function as $V^*(x) = Z^T_d(x)P^*Z_d(x)$.

Recall that in section III we discussed that the level set of the converse Lyapunov function,

$$V_\gamma := \{ x \in \mathbb{R}^n \mid V(x) \leq \gamma \}$$

can be used as an estimate of the region of attraction, and that as the value of $\gamma$ increases, this estimate becomes more accurate. Therefore, if one had the converse Lyapunov function (2), then by choosing a suitably large $\gamma$ one could estimate the region of attraction arbitrarily well. In this case however, we have a sum-of-squares polynomial, $V^*(x)$, that is optimal with respect to the trajectory data we are given. In areas where we do not have trajectory information $V^*(x)$ is not likely to be accurate, so we must consider a metric with which to select $\gamma$.

Consider the largest value of the converse Lyapunov function (2) of all the trajectories used to find the optimal $V^*(x)$, which we will denote as $\gamma^* = \max\{V(x_j)\}$, where $j = 1,\ldots,m$ and $x_j$ are the initial conditions of the given trajectories. Then we will only consider the level set of our optimal function, $V^*(x)$, that is less than or equal to $\gamma^*$ since this is the smallest value of the actual converse Lyapunov function (2) that should contain all of the trajectory measurements.

However, it is possible that $\gamma^*$ may be too large of a value and the estimate of the region of attraction may contain points outside of the true region of attraction $S$. We will then consider a factor of safety, $0 < \eta \leq 1$, to define a smaller estimate of the region of attraction. We then have that our estimate for the region of attraction is

$$E_{\eta\gamma^*} := \{ x \mid V^*(x) \leq \eta\gamma^* \},$$

where values of $\eta$ that are closer to zero result in a smaller, more conservative estimate of the region of attraction when compared to values of $\eta$ that are closer to one.

This method is summarized in Algorithm 1. Here we assume first that we are given trajectory data $a_i$ for $i = 1,\ldots,m$ such that $a_i(k) \approx 0$ for the last element of the vector, $k$, and that the time between measurements $\Delta T$ is sufficiently small. The user must then select a value of $\eta$ between zero and one and the following algorithm will return whether the input value $x$ is within the estimated region of attraction $E_{\eta\gamma^*}$ or not.

VI. NUMERICAL TESTS

Here we have results from a number of numerical tests. In all cases, our data set consists of trajectories generated from $L = 50$ different initial conditions taken from within the region of attraction, between a radius of 1 and 4 from the equilibrium point $x = 0$ and simulate the trajectory of the nonlinear ODE for 10 seconds with $\Delta t = .1$ and $K = 100$, etc.
Algorithm 1 Determine if $x \in E_\gamma^*$

Require: $a_i, \ x, \ y, \ \Delta t$
\[ V(x_i) = \log(1 + \sum_{j=1}^{k} a_i(k)^2 \Delta t) \]
\[ V^*(x) = \min_{h \in H} [h(a_i(\tilde{b})) - V(x_i)] \quad \text{(Opt. Problem (7))} \]
\[ \gamma^* = \max V(x_i) \]
if $V^*(x) < \gamma^*$ then
\[ \text{return} \ x \in E_\gamma^* \]
else
\[ \text{return} \ x \notin E_\gamma^* \]
end if

although we only use the $j = 1$ through $j = 4$ time-steps per trajectory for data generation, resulting in 200 data points of the form $x_i, y_i$. In addition, we add normally distributed noise scaled as $10^{-2}$ where the labels are typically in the interval $y_i \in [3, 13]$. Fig. 1 shows the initial conditions used to generate the data for optimization problem (7).

A. Numerical Results of the Optimization Problem

We first consider how increasing the degree of the SOS polynomial from 2 to 4 to 6 improves the fit between $V^*(x)$ and $\log(1 + V(x))$ for two nonlinear ODEs. To evaluate the accuracy of the fit, we created a second test set of trajectory data with 500 initial conditions $x_i$ evenly spread in the region of attraction and calculated the value of the converse Lyapunov function at each point.

Our first test system is the Van der Pol oscillator in reverse time, defined as
\[ \begin{align*}
\dot{x}_1 &= -x_2 \\
\dot{x}_2 &= x_1 + x_2 (x_1^2 - 1).
\end{align*} \]
(9)

The second test system is a biological model of predator-prey dynamics as described in [8],
\[ \begin{align*}
\dot{x} &= x(-(x - \alpha)(x - \beta) - \gamma y) \\
\dot{y} &= y(-c + x),
\end{align*} \]
(10)
where $\alpha = 1, \ \beta = 3, \ \gamma = 0.5$ and $c = 2.1$. Here $\alpha$ represents the minimum density for successful mating, and $\beta$ represents the asymptotic carrying capacity. We are interested then in the region of attraction of the point $x = 2.1$, and $y = 1.98$, which is a locally asymptotically stable equilibrium point. The region of attraction of this point then is the region over which the predator-prey system will asymptotically converge to a non-zero, desirable, equilibrium point.

For both examples, we calculate the average of $|V^*(x_i) - V(x_i)|$ for the 500 $x_i$ and these averages can be found in Table I for degrees 2, 4, and 6. We note that the accuracy increases with respect to the test set as the degree of the polynomial increases. Since the polynomial function was not optimized with respect to the data generated for this test set, the accuracy on the test set is a measure of how well the polynomial function approximates values of the converse Lyapunov function that were not used in the optimization problem.

<table>
<thead>
<tr>
<th>ODE</th>
<th>Degree</th>
<th>Correct</th>
<th>False Pos.</th>
<th>False Neg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van Der Pol</td>
<td>2</td>
<td>96.16%</td>
<td>0.00 %</td>
<td>3.84 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>95.92%</td>
<td>0.00 %</td>
<td>4.08 %</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>97.50%</td>
<td>0.02 %</td>
<td>2.48 %</td>
</tr>
<tr>
<td>Predator-Prey</td>
<td>2</td>
<td>61.22%</td>
<td>35.22 %</td>
<td>3.56 %</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>93.89%</td>
<td>1.89 %</td>
<td>4.22 %</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>96.11%</td>
<td>2.11 %</td>
<td>1.78 %</td>
</tr>
</tbody>
</table>

In Fig. 2 we plot the computation time for Optimization Problem (7) versus: the number of data points in Subfigure (a); and versus the degree of the polynomial in Subfigure (b). The line of best fit in Subfigure (a) had a slope of .004 and .005 for the degree two polynomial and the degree four polynomial respectively. This implies the complexity of optimization problem (7) is $O(m)$ with respect to $m$, the number of data points used in the optimization problem. Subfigure (b) shows the time to optimize Problem (7) versus the length of the semi-definite matrix $P \in \mathbb{R}^{n \times n}$ where $q = (\alpha d + d^3)$. 

B. Numerical Results for Estimating the Region of Attraction

We will again consider the same two ODE’s discussed in the prior section, and the same optimal sum-of-squares function $V^*(x)$. Given a new set of initial conditions, which we will call the test set of data, we wish to determine the number of initial conditions correctly identified as being in the region of attraction, falsely labeled as being in the region of attraction (false positives) and those that are falsely labeled as not being in the region of attraction (false negatives). In Table II we examine the effect of the polynomial degree on the region of attraction estimate and in Table III we examine the effect of changing the selected value of $\gamma$.

First consider again the reverse time Van Der Pol oscillator (9). Using the 6th degree sum-of-squares polynomial function, $V^*(x)$ we will obtain an estimate of the region of attraction for the Van Der Pol oscillator. In Fig. 3 (a) we see a graphical representation of the true region of attraction of the system $S$ and the estimated region of attraction for the 6th degree polynomial, $E_{\eta \gamma^*}$ for $\eta = 1$.

In Table II we have that increasing the degree of the polynomial function increases the accuracy of the estimated region of attraction. The 6th degree polynomial correctly identified 97.50% of the test set as being within the region of attraction with a 2.48% false negative rate and a 0.02% false
(a) The time taken to optimize optimization problem (7) versus the number of data points used in it. The black circles are data points when optimizing a degree 2 polynomial and the black stars are data points when optimizing degree 4 polynomials. The black dashed line is the line of best fit through these points.

(b) The time taken to optimize optimization problem (7) versus the size of the semi-definite matrix, $q = \binom{n+d}{n}$. The black circles are data points when optimizing with 2000 data points and the black stars are data points when optimizing with 4000 data points.

Fig. 2: Subfigures (a) and (b) are used to analyze the complexity of optimization problem (7) with respect to the number of data points (a) and the degree of the polynomial (b).

(a) The area contained within the black dotted line is within the region of attraction of the Van Der Pol Oscillatory and the area contained within the blue line is the estimate of the region of attraction defined as $E_{\gamma^{\eta}}$ where $\eta = 1$.

(b) The area contained within the black dotted line is within the region of attraction of the predator-prey model and the area contained within the blue line is the estimate of the region of attraction defined as $E_{\gamma^{\eta}}$ where $\eta = 1$.

Fig. 3: Subfigures (a) and (b) show the estimated region of attraction $E_{\gamma^{\eta}}$ versus the true region of attraction identified by observing the trajectories of the system in reverse.

positive rate, outperforming the lower degree polynomials in all categories except the false positive rate.

Next we determined the accuracy of the method as we decrease the value of $\eta$ to return a smaller estimate of the region of attraction. In Table III we see that decreasing $\eta$ decreases the percent of test data correctly categorized, but it decreases the number of false positives. We see then that decreasing the value of $\gamma$ shrinks the estimate of the region of attraction, making it less accurate overall, but reducing the chances of reporting a false positive result.

We next consider again the biological model of predator-prey dynamics as described in [8], Problem (10). We again use the 6th degree optimal SOS function $V^*(x)$ optimized on the 50 initial conditions in subsection (a). In Fig. 3 (b) we see a graphical representation of the true region of attraction of the system $S$ and the estimated region of attraction denoted $E_{\gamma^{\eta^{*}}}$ for $\eta = 1$.

In Table II we have have that increasing the degree of the
TABLE III: The percentage of initial conditions that were correctly determined to be within the region of attraction, falsely reported to be within the region of attraction and falsely reported to be outside of the region of attraction by the optimal Lyapunov function obtained from optimization problem (7).

<table>
<thead>
<tr>
<th>ODE</th>
<th>$\eta$</th>
<th>Correct</th>
<th>False Pos.</th>
<th>False Neg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van Der Pol</td>
<td>0.6</td>
<td>94.64%</td>
<td>0.00%</td>
<td>5.36%</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>96.28%</td>
<td>0.02%</td>
<td>3.72%</td>
</tr>
<tr>
<td>Predator-Prey</td>
<td>0.8</td>
<td>92.89%</td>
<td>0.00%</td>
<td>7.11%</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>95.89%</td>
<td>0.67%</td>
<td>3.44%</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>96.11%</td>
<td>2.11%</td>
<td>1.78%</td>
</tr>
</tbody>
</table>

polynomial function increases the accuracy of the estimated region of attraction. In fact we see an increase in over 30\% of the accuracy from the 2nd degree to the 4th degree sum-of-squares polynomial. The 6th degree sum-of-squares polynomial correctly identified 96.11\% of the test set as being within the region of attraction with a 2.1\% false positive rate and a 1.78\% false negative rate.

Next we determined the accuracy of the method as we decrease the value of $\eta$ for determining the level set $E_{\eta^2}$. In Table III we see that decreasing $\eta$ again decreases the percent of test data correctly categorized, but in this case it causes a significant decrease in the number of false positives. In fact when decreasing $\eta$ from 1 to 0.8 we have that the false positive rate drops from 2.11\% to 0.00\%.

VII. CONCLUSIONS

In this paper we have proposed a method for estimating the region of attraction of a nonlinear ODE given only data on the trajectory of the system over a finite set of initial conditions. This method is therefore independent of any knowledge of the vector field, and the region of attraction can therefore be predicted without requiring the system dynamics to be identified.

Our approach is based on using the trajectory data to estimate the value of a particular form of converse Lyapunov function $V(x_i)$ at discrete points $x_i$ in the state-space. The points $x_i$ are then used as inputs and associated with labels $y_i = V(x_i)$ which are then used to fit a function $V^*$ which represents an estimate of this converse function. The learned function is constrained to be an SOS polynomial and the resulting optimization problem is an SDP. The level sets of this learned function are then used as estimates of the region of attraction of the system. We show that by increasing the degree of the polynomial, we obtain increasingly accurate estimates of the region of attraction as measured by numerical validation on an auxiliary set of testing data.

In cases where the nonlinear ODE governing a system is not known, there are few, if any, methods for estimating the region of attraction. This paper presents an argument, the argument being that by mapping trajectory data to a converse Lyapunov form we may obtain labels, labels which can then be used to fit a Lyapunov function, a Lyapunov function which can then be used to generate highly accurate estimates of the region of attraction. Naturally, this method can be extended to other forms of converse Lyapunov function, many of which are defined explicitly in terms of the solution map.
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