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Robust Control: Dealing with Uncertainty
The Known Unknowns

CASE 1: External Disturbances
• The most benign source of uncertainty.
• Finite Energy (L2-norm bounded).
• H∞ optimal control minimizes the effect of these uncertainties.
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Suppose P0 is

ẋ = Ax +Bq

r = Cx +Dq

Substituting

z2 = u q = w1 + w2

z1 = r y = r + w2

leads to

P =




A B 0 B
C D 0 D
0 0 0 I
C D I D



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Example: the regulator

Benign Sources:

• Vibrations, Wind, 60 Hz noise

• Initial Conditions

• Sensor Noise

• Changes in Reference Signal

Not-So-Benign Sources:

• Higher-Order Dynamics

• Nonlinearity (Saturation)

• Delay

• Modeling Errors (Parametric vs. Structural)

• Model Reduction

• Logical Switching
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Modelling Uncertainty
A Set-Based Description

The Not-So-Benign Sources describe uncertainty in the System (P ).

• These can NOT be bounded apriori

The first step is to Quantify our uncertainty.

• How bad can it get?

We need to define the Set of possible Plants.

• P ∈ P where P is a set of possible plants.

• P can describe either finite or infinite possible systems.

• How do we parameterize P

Original Problem:

min
K∈H∞

‖S(P,K)‖H∞

Now we have to add a modifier:

min
K∈H∞

γ : ‖S(P,K)‖H∞ ≤ γ For All P ∈ P.
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Modelling Uncertainty
Parametric Uncertainty

There are Three Main Types of Parametric Uncertainty

ÿ(t) =
c

m
ẏ(t) +

k

m
y(t) =

F (t)

m

• Uncertainty in Parameters c, k,m

State Space Parametric Uncertainty 
One natural type of uncertainty is unknown coefficients in a state 

space model. As a simple example, we will begin with a familiar ide- 
alized mass/spring/damper system. 

- 0- a-' 0 -20, 0 0 - 

0- a-l 0 -wm 0 0 

-k -e 1 0 Wk Wc 

1 0 0 0  0 0  

- k O O O  0 0  
- 0  --E 0 0 0 0 -  

Suppose m,c, and k are fixed but uncertain, with m = m ( l +  wm6,), 
c = .?(I+ ~ ~ 6 ~ ) ~  k = k(1 + Wk6k). Then defining z1 = y and z2 = m@ 
we can write the differential equation in state-space form as 

- 0  

M =  

Ai  0 0 
A2 0- 

0 0 A3 

el-. 
313- 

More generally, the perturbed state-space system 

zk+i = A ( 6 ) a  4- B(6)dk 
e k  = C(6)zk + D(6)dk 

where 6 is a vector of parameters that enter rationally can be written as 
an LFT on a diagonal matrix A made up of the elements of 6, possibly 
repeated. The form of the LFT is ([MorM]) 

(2.5) 

with perturbation W k  = Azk yielding 

P =  dl ,d3 
U1 

In general, for problems of this type it is easy to  obtain realiza- 
tions, but it is difficult t o  insure that they are minimal, except in the 
case where the parameters enter linearly. 

Interconnect ions 
Interconnections of LFTs are again LFTs. This is a fundamental 

property of linear fractional transformations, and is one reason why 
they are so important in linear systems theory. For example, consider 
a situation with three components, each with a LFT uncertainty model. 
The 

Y3 

Note how general uncertainty at the component level becomes 
structured uncertainty at the system level. 

2.4 Properties of LFTs 
One of the features of LFTs is that they can be manipulated much like 
state-space realizations of transfer functions. We can cascade, add, 
invert them and so on. Some examples are given below. 

Operat ions O n  LFTs 
Given two systems with realizations 

define A = [ $ :, 1. Then the cascade system has a realization 

and the addition of G1 and G2 has a realization 

(GI  + G z ) ( A )  = 

Inversion formulas  
Suppose F J ( M ,  A )  is square and well-defined for all desired A and 

Mi1 is nonsingular. Then (Fc(M, A))-' = Ft($f, A )  with & given by 

Suppose that G = Ft(P,Ii') with P ,  P12, and P21 are all square 
and nonsingular. Then we can solve for K and K = Fu( P-',  G ) .  This 
formula is easily verified by writing the equations for the LFT - -  r . l  I;] = P I : ] ,  u = K y  

and solving them to yield 

U = F,,(P-' ,G)y 
K = F,(P- ' ,G)  

3 Structured Singular Value 
3.1 Definitions 
We consider matrices M E CnX" and an underlying block structure A,  
(a  prescribed set of block diagonal matrices) on which everything in the 
sequel depends. In this paper we will only consider the purely complex 
case (i.e. the block structure contains only complex uncertainties). For 
the mixed real and complex case see [YoND]. 

Two nonnegative integers, S and F, represent the number of re- 
peated scalar blocks and the number of full blocks, respectively. 

A = {diag [611k1,.  . . , b s IkS ,A l , .  . . , A F ]  : 6i E C ,  Ai E Cks+ixks+i  I 
(3.7) 
(3.8) B A  = { A  E A : 8 ( A ) <  1) 

For notational convenience all of the repeated scalar blocks appear 
first, and the full blocks are square, but this is easily relaxed. 

1228 

Multiplicative Uncertainty

• m = m0(1 + ηmδm)

• c = c0(1 + ηcδc)

• k = k0(1 + ηkδk)

Where δm, δc, δk are bounded.

Additive Uncertainty

• m = m0 + ηmδm
• c = c0 + ηcδc
• k = k0 + ηkδk

Where δm, δc, δk are bounded.

Polytopic Uncertainty

m
c
k


 ∈







m
c
k


 :



m
c
k


 =

∑

i

δi



mi

ci
ki


 ,

∑
i δi=1,

δi ≥ 0.





where
[
mi ci ki

]T
describe possible model parameters.

1

1

1

δ1

δ3

δ2

O
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Linear-Fractional Representation
The first step is to isolate the unknowns from the knowns

The known part is the Nominal System, M :[
p
z

]
=

[
M11 M12

M21 M22

] [
q
w

]

The unknown part is the Uncertain System, q = ∆p

• For which we only know ∆ ∈∆.

• How to parameterize the Set: ∆?

As for the feedback interconnection, we have 3 equations:

p = M11q +M12w, z = M21q +M22w, q = ∆p

Solving for q,

q = ∆p = ∆M11q + ∆M12w

= (I −∆M11)−1∆M12w

Then

z = M21q +M22w =

S̄(M,∆)︷ ︸︸ ︷
(M22 +M21(I −∆M11)−1∆M12)w

Recall that S̄(M,∆) is called the Upper Star Product.
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Linear-Fractional Representation

Note the algebraic use of systems.

� ∆ and Mij are subsystems, not matrices.

� This accounts for the lack of the time parameter, t, in the equations

Here we are using the 4-system representation of the nominal system. We can
also do this using the 9-matrix representation, but recall the CL system is very
complicated.



Linear-Fractional Representation
State-Space Formulation

The Nominal System, M :

ẋ(t)
p(t)
z(t)


 =



A B2 B1

C2 D22 D21

C1 D12 D11





x(t)
q(t)
w(t)




S̄(M,∆) is too complicated unless we
Assume Static Uncertainty : q(t) = ∆p(t):
Solving for q,

q(t) = ∆(C1x(t) +D11q(t) +D12w(t))

q(t) = (I −∆D11)−1∆(C1x(t) +D12w(t))

= (I −∆D11)−1∆C1x(t) + (I −∆D11)−1∆D12w(t)

Finally, we get

ẋ(t) = (A+B1(I −∆D11)−1∆C1)x(t) + (B2 +B1(I −∆D11)−1∆D12)w(t)

z(t) = (C2 +D21(I −∆D11)−1∆C1)x(t) + (D22 +D21(I −∆D11)−1∆D12)w(t)
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Linear-Fractional Representation

� We are representing the LFT as a state-space equivalent representation,
which may be easier to work with/understand - even though it involves
more equations.

� Here we treat ∆ as a matrix and not a system.

The CL system is

S̄(M,∆) =

[
A+B1(I − ∆D11)−1∆C1 B2 +B1(I − ∆D11)−1∆D12

C2 +D21(I − ∆D11)−1∆C1 D22 +D21(I − ∆D11)−1∆D12

]
Alternatively, we can write:[
Acl Bcl
Ccl Dcl

]
= S̄(P,∆) =

[
A B2

C2 D22

]
+

[
B1

D21

]
(I − ∆D11)−1∆

[
C1 D12

]



Linear-Fractional Representation for Matrices

There is an important point here: The LFT can be used for matrices
That is, if you have two equations:

[
p(t)
z(t)

]
=

[
M11 M12

M21 M22

] [
q(t)
w(t)

]
and q(t) = ∆p(t)

Then

z(t) = S̄(M,∆)w(t) =
(
M22 +M21(I −∆M11)−1∆M12

)
w(t)

Alternatively,
[
z(t)
p(t)

]
=

[
M11 M12

M21 M22

] [
w(t)
q(t)

]
and q(t) = ∆p(t)

Becomes

z(t) = S(M,∆)w(t) =
(
M11 +M12∆(I −M22∆)−1M21

)
w(t)

This works even if we replace z(t) with

[
ẋ(t)
z(t)

]
and w(t) with

[
ẋ(t)
w(t)

]
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Linear-Fractional Representation

Nominal System (Upper Feedback Representation):


p(t)
ẋ(t)
z(t)


 =




D11

[
C1 D12

]
[
B1

D21

] [
A B2

C2 D22

]




q(t)
x(t)
w(t)


 = P



q(t)
x(t)
w(t)


 =

[
P11 P12

P21 P22

]


q(t)[
x(t)
w(t)

]



P22 =
[

A B2
C2 D22

]
, P21 =

[
B1
D21

]
, P12 = [C1 D12] , P11 = D11,

Closed-Loop: Representation of the Upper Feedback Interconnection with ∆

[
ẋ(t)
z(t)

]
=

S̄(P,∆)︷ ︸︸ ︷
(P22 + P21(I −∆P11)−1∆P12)

[
x(t)
w(t)

]
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Apply the LFT to Parametric Uncertainty
Additive Uncertainty

Consider Additive Uncertainty:

P := {P : P = P0 + ∆, ∆ ∈∆}

Nominal System: M[
p
z

]
=

[
0 I
I M0

] [
q
w

] Uncertain System: ∆

q = ∆p

Solving for z, we get the Upper Star Product

z = (M22 +M21(I −∆M11)−1∆M12)w

or
z = (M0 + ∆)w
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Apply the LFT to Parametric Uncertainty
Multiplicative Uncertainty

Consider Multiplicative Uncertainty:

P := {P : P = (I + ∆)P0, ∆ ∈∆}

Nominal System: M[
p
z

]
=

[
0 M0

I M0

]

︸ ︷︷ ︸
M

[
q
w

] Uncertain System: ∆

q = ∆p

Using the Upper Star Product we get

S̄(M,∆) = M22 +M21(I −∆M11)−1∆M12 = (I + ∆)M0

thus
z = (I + ∆)M0w
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Example of Parametric Uncertainty

Recall The Spring-Mass Example

ÿ(t) = −cẏ(t)− k

m
y(t) +

F (t)

m
Multiplicative Uncertainty

• m = m0(1 + ηmδm)

• c = c0(1 + ηcδc)

• k = k0(1 + ηkδk)

State Space Parametric Uncertainty 
One natural type of uncertainty is unknown coefficients in a state 

space model. As a simple example, we will begin with a familiar ide- 
alized mass/spring/damper system. 

- 0- a-' 0 -20, 0 0 - 

0- a-l 0 -wm 0 0 

-k -e 1 0 Wk Wc 

1 0 0 0  0 0  

- k O O O  0 0  
- 0  --E 0 0 0 0 -  

Suppose m,c, and k are fixed but uncertain, with m = m ( l +  wm6,), 
c = .?(I+ ~ ~ 6 ~ ) ~  k = k(1 + Wk6k). Then defining z1 = y and z2 = m@ 
we can write the differential equation in state-space form as 

- 0  

M =  

Ai  0 0 
A2 0- 

0 0 A3 

el-. 
313- 

More generally, the perturbed state-space system 

zk+i = A ( 6 ) a  4- B(6)dk 
e k  = C(6)zk + D(6)dk 

where 6 is a vector of parameters that enter rationally can be written as 
an LFT on a diagonal matrix A made up of the elements of 6, possibly 
repeated. The form of the LFT is ([MorM]) 

(2.5) 

with perturbation W k  = Azk yielding 

P =  dl ,d3 
U1 

In general, for problems of this type it is easy to  obtain realiza- 
tions, but it is difficult t o  insure that they are minimal, except in the 
case where the parameters enter linearly. 

Interconnect ions 
Interconnections of LFTs are again LFTs. This is a fundamental 

property of linear fractional transformations, and is one reason why 
they are so important in linear systems theory. For example, consider 
a situation with three components, each with a LFT uncertainty model. 
The 

Y3 

Note how general uncertainty at the component level becomes 
structured uncertainty at the system level. 

2.4 Properties of LFTs 
One of the features of LFTs is that they can be manipulated much like 
state-space realizations of transfer functions. We can cascade, add, 
invert them and so on. Some examples are given below. 

Operat ions O n  LFTs 
Given two systems with realizations 

define A = [ $ :, 1. Then the cascade system has a realization 

and the addition of G1 and G2 has a realization 

(GI  + G z ) ( A )  = 

Inversion formulas  
Suppose F J ( M ,  A )  is square and well-defined for all desired A and 

Mi1 is nonsingular. Then (Fc(M, A))-' = Ft($f, A )  with & given by 

Suppose that G = Ft(P,Ii') with P ,  P12, and P21 are all square 
and nonsingular. Then we can solve for K and K = Fu( P-',  G ) .  This 
formula is easily verified by writing the equations for the LFT - -  r . l  I;] = P I : ] ,  u = K y  

and solving them to yield 

U = F,,(P-' ,G)y 
K = F,(P- ' ,G)  

3 Structured Singular Value 
3.1 Definitions 
We consider matrices M E CnX" and an underlying block structure A,  
(a  prescribed set of block diagonal matrices) on which everything in the 
sequel depends. In this paper we will only consider the purely complex 
case (i.e. the block structure contains only complex uncertainties). For 
the mixed real and complex case see [YoND]. 

Two nonnegative integers, S and F, represent the number of re- 
peated scalar blocks and the number of full blocks, respectively. 

A = {diag [611k1,.  . . , b s IkS ,A l , .  . . , A F ]  : 6i E C ,  Ai E Cks+ixks+i  I 
(3.7) 
(3.8) B A  = { A  E A : 8 ( A ) <  1) 

For notational convenience all of the repeated scalar blocks appear 
first, and the full blocks are square, but this is easily relaxed. 

1228 

Define x1 = y and x2 = mẏ
[
ẋ1

ẋ2

]
=

[
0 m−1

−k −c

] [
x1

x2

]
+

[
0
1

]
F Nominal System Dynamics




A B2 B1

C2 D22 D21

C1 D12 D11


 =




0 m−1
0

−k0 −c0
0
1
−ηm 0 0

0 ηk ηc
1 0 0 0 0 0

0 m−1
0

−k0 0
0 −c0

0
0
0

−ηm 0 0
0 0 0
0 0 0




9-matrix Plant
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Define x1 = y and x2 = mẏ
[
ẋ1

ẋ2

]
=

[
0 m−1

−k −c

] [
x1

x2

]
+

[
0
1

]
F Nominal System Dynamics




A B2 B1

C2 D22 D21

C1 D12 D11


 =




0 m−1
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0
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0 m−1
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−k0 0
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0
0
0

−ηm 0 0
0 0 0
0 0 0




9-matrix Plant2
0

2
0

-1
1

-1
3

Lecture 12

Example of Parametric Uncertainty

Note the states x1 = y and x2 = mẏ were chose carefully so as to separate the

uncertain parameters.



Example of Parametric Uncertainty

Nominal System: P
[
ẋ1

ẋ2

]
=

[
0 m−1

0

−k0 −c0

] [
x1

x2

]
+

[
0
1

]
F (t) +

[
−ηm 0 0

0 ηk ηc

]
q(t)

p(t) =




0 m−1
0

−k0 0
0 −c0



[
x1(t)
x2(t)

]
+



−ηm 0 0

0 0 0
0 0 0


 q(t)

z(t) = x1(t)

State Space Parametric Uncertainty 
One natural type of uncertainty is unknown coefficients in a state 

space model. As a simple example, we will begin with a familiar ide- 
alized mass/spring/damper system. 
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Suppose m,c, and k are fixed but uncertain, with m = m ( l +  wm6,), 
c = .?(I+ ~ ~ 6 ~ ) ~  k = k(1 + Wk6k). Then defining z1 = y and z2 = m@ 
we can write the differential equation in state-space form as 

- 0  

M =  

Ai  0 0 
A2 0- 

0 0 A3 

el-. 
313- 

More generally, the perturbed state-space system 

zk+i = A ( 6 ) a  4- B(6)dk 
e k  = C(6)zk + D(6)dk 

where 6 is a vector of parameters that enter rationally can be written as 
an LFT on a diagonal matrix A made up of the elements of 6, possibly 
repeated. The form of the LFT is ([MorM]) 

(2.5) 

with perturbation W k  = Azk yielding 

P =  dl ,d3 
U1 

In general, for problems of this type it is easy to  obtain realiza- 
tions, but it is difficult t o  insure that they are minimal, except in the 
case where the parameters enter linearly. 

Interconnect ions 
Interconnections of LFTs are again LFTs. This is a fundamental 

property of linear fractional transformations, and is one reason why 
they are so important in linear systems theory. For example, consider 
a situation with three components, each with a LFT uncertainty model. 
The 

Y3 

Note how general uncertainty at the component level becomes 
structured uncertainty at the system level. 

2.4 Properties of LFTs 
One of the features of LFTs is that they can be manipulated much like 
state-space realizations of transfer functions. We can cascade, add, 
invert them and so on. Some examples are given below. 

Operat ions O n  LFTs 
Given two systems with realizations 

define A = [ $ :, 1. Then the cascade system has a realization 

and the addition of G1 and G2 has a realization 

(GI  + G z ) ( A )  = 

Inversion formulas  
Suppose F J ( M ,  A )  is square and well-defined for all desired A and 

Mi1 is nonsingular. Then (Fc(M, A))-' = Ft($f, A )  with & given by 

Suppose that G = Ft(P,Ii') with P ,  P12, and P21 are all square 
and nonsingular. Then we can solve for K and K = Fu( P-',  G ) .  This 
formula is easily verified by writing the equations for the LFT - -  r . l  I;] = P I : ] ,  u = K y  

and solving them to yield 

U = F,,(P-' ,G)y 
K = F,(P- ' ,G)  

3 Structured Singular Value 
3.1 Definitions 
We consider matrices M E CnX" and an underlying block structure A,  
(a  prescribed set of block diagonal matrices) on which everything in the 
sequel depends. In this paper we will only consider the purely complex 
case (i.e. the block structure contains only complex uncertainties). For 
the mixed real and complex case see [YoND]. 

Two nonnegative integers, S and F, represent the number of re- 
peated scalar blocks and the number of full blocks, respectively. 

A = {diag [611k1,.  . . , b s IkS ,A l , .  . . , A F ]  : 6i E C ,  Ai E Cks+ixks+i  I 
(3.7) 
(3.8) B A  = { A  E A : 8 ( A ) <  1) 

For notational convenience all of the repeated scalar blocks appear 
first, and the full blocks are square, but this is easily relaxed. 
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Uncertain System: ∆

q = ∆p =



δm 0 0
0 δk 0
0 0 δc


 p

Closed-Loop:



ẋ1(t)
ẋ2(t)
z(t)


 = (P22+P21(I−∆P11)−1∆P12)



x1(t)
x2(t)
F (t)




where
P22 =

[
A B2
C2 D22

]
, P21 =

[
B1
D21

]
, P12 = [C1 D12] , P11 = D11,

Questions:

• How to formulate the uncertainty matrix?

• What if the uncertainty is time-varying?
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Formulating the LFT representation
Recall the feedback representation has the form:


ẋ1

ẋ2

z(t)


 = (P22 + P21(I −∆P11)−1∆P12)

[
x(t)
F (t)

]

What types of parametric uncertainty have this form? Let

P22 =
∑

i

P22,i, P21 =
[
P21,1 · · · P21,1

]

P12 =



P12,1

...
P12,k


 , P11 =



P11,1 0 0

0
. . . 0

0 0 P11,k


 ∆ =



δ1I 0 0

0
. . . 0

0 0 δkI




Then
P22 + P21(I −∆P11)−1∆P12 =

∑

i

P22,i + P21,i(δ
−1
i I − P11,i)

−1P12,i

Hence any Rational Uncertainty can be represented

ẋ1

ẋ2

z(t)


 = (P22 + P21(I −∆P11)−1∆P12)



x1(t)
x2(t)
w(t)




In fact, ANY state-space system with rational uncertainty can be represented
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Lecture 12

Formulating the LFT representation

Recall any proper, rational transfer function Ĝ(s) has a representation as

Ĝ(s) = C(sI −A)−1B +D

For each δi, if we can find a Ĝ(δ−1
i ), we can construct the corresponding LFT.



Formulating the LFT
Consider the Example From Gu, Petkoz, Konstantinov

Recall:
State-Space Systems can be
represented in Block-Diagram
Form. e.g.

ẋ = Ax+Bu

y = Cx+Du

mẍ+ cẋ+ kx = F x(s) =
1

ms2 + cs+ k
F (s)

Lets consider how to do this problem in General with Block Diagrams.
Step 1: Isolate all the uncertain parameters:

102 8 Robust Control of a Mass-Damper-Spring System

Fig. 8.1. Mass-damper-spring system

Fig. 8.2. Block diagram of the mass-damper-spring system

In a realistic system, the three physical parameters m, c and k are not
known exactly. However, it can be assumed that their values are within certain,
known intervals. That is,

m = m(1 + pmδm), c = c(1 + pcδc), k = k(1 + pkδk)

where m = 3, c = 1, k = 2 are the so-called nominal values of m, c and k. pm,
pc and pk and δm, δc and δk represent the possible (relative) perturbations on
these three parameters. In the present study, we let pm = 0.4, pc = 0.2, pk =
0.3 and −1 ≤ δm, δc, δk ≤ 1. Note that this represents up to 40% uncertainty
in the mass, 20% uncertainty in the damping coefficient and 30% uncertainty
in the spring stiffness.

The three constant blocks in Figure 8.2 can be replaced by block diagrams
in terms of m, pm, δm, etc., in a unified approach. We note that the quantity
1
m may be represented as a linear fractional transformation (LFT) in δm

1

m
=

1

m(1 + pmδm)
=

1

m
− pm

m
δm(1 + pmδm)−1

= FU (Mmi, δm)

with

Mmi =

[
−pm

1
m

−pm
1
m

]
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Formulating the LFT

Step 2: Rewrite all the uncertain blocks as LFTs

8.1 System Model 103

Similarly, the parameter c = c(1 + pcδc) may be represented as an upper
LFT in δc

c = FU (Mc, δc)

with

Mc =

[
0 c
pc c

]

and the parameter k = k(1 + pkδk) may be represented as an upper LFT in
δk,

k = FU (Mk, δk)

with

Mk =

[
0 k

pk k

]

All these LFTs are depicted by block diagrams in Figure 8.3.

Fig. 8.3. Representation of uncertain parameters as LFTs

To further represent the system model as an LFT of the unknown, real
perturbations δm, δc and δk, we use the block diagrams in Figure 8.3 and
denote the inputs and outputs of δm, δc and δk as ym, yc, yk and um, uc, uk,
respectively, as shown in Figure 8.4.

With the above substitutions, the equations relating all “inputs”to corre-
sponding “outputs”around these perturbed parameters can now be obtained
as [

ym
ẍ

]
=

[
−pm

1
m

−pm
1
m

] [
um

u− vc − vk

]

[
yc
vc

]
=

[
0 c
pc c

] [
uc

ẋ

]

[
yk
vk

]
=

[
0 k

pk k

] [
uk

x

]

um = δmym
uc = δcyc
uk = δkyk

For the 1
m0(1+ηmδm) Term:

1

m
=

1

m0(1 + ηmδm)
=

1

m0
− 1

m0
(1 + ηmδm)−1ηmδm = S̄(Mm, δm)

where Mm =

[−ηm 1
m0

−ηm 1
m0

]
.

For the c0(1 + ηcδc) and k0(1 + ηkδk) Terms:

c = c0(1 + ηcδc) = S̄(Mc, δc) Mc =

[
0 c0
ηc c0

]

k = k0(1 + ηkδk) = S̄(Mk, δc) Mk =

[
0 k0

ηk k0

]
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Formulating the LFT

Step 3: Write down all your equations!104 8 Robust Control of a Mass-Damper-Spring System

Fig. 8.4. Block diagram of the mass-damper-spring system with uncertain param-
eters

Let us set
x1 = x, x2 = ẋ = ẋ1, y = x1

such that
ẋ2 = ẍ = ẍ1

As a result, we obtain the following equations

ẋ1 = x2

ẋ2 = −pmum + 1
m (u− vc − vk)

ym = −pmum + 1
m (u− vc − vk)

yc = cx2

yk = kx1

vc = pcuc + cx2

vk = pkuk + kx1

y = x1

um = δmym
uc = δcyc
uk = δkyk

By eliminating the variables vc and vk, the equations governing the system
dynamic behaviour are given by

Set x1 = x, x2 = ẋ, z = x1 so ẍ = ẋ2.
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Formulating the LFT

ẋ1 = x2

ẋ2 = −ηmum +
1

m0
(w − vc − vk)

ym = −ηmum +
1

m0
(w − vc − vk)

yc = c0x2

yk = k0x1

vc = ηcuc + c0x2, vk = ηkuk + k0x1

z = x1

um = δmym, uc = δcyc, uk = δkyk

104 8 Robust Control of a Mass-Damper-Spring System

Fig. 8.4. Block diagram of the mass-damper-spring system with uncertain param-
eters

Let us set
x1 = x, x2 = ẋ = ẋ1, y = x1

such that
ẋ2 = ẍ = ẍ1

As a result, we obtain the following equations

ẋ1 = x2

ẋ2 = −pmum + 1
m (u− vc − vk)

ym = −pmum + 1
m (u− vc − vk)

yc = cx2

yk = kx1

vc = pcuc + cx2

vk = pkuk + kx1

y = x1

um = δmym
uc = δcyc
uk = δkyk

By eliminating the variables vc and vk, the equations governing the system
dynamic behaviour are given by

Eliminating vc and vk, we get



ẋ1
ẋ2
ym
yc
yk
z




=




0 1

− k0
m0

− c0
m0

0 0 0
−ηm − ηc

m0
− ηk
m0

0
1
m0

− k0
m0

− c0
m0

0 c0
k0 0

−ηm − ηc
m0

− ηk
m0

0 0 0
0 0 0

1
m0

0
0

1 0 0 0 0 0







x1
x2
um
uc
uk
w




u =

[
δm 0 0
0 δk 0
0 0 δc

]
y
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Structured Uncertainty

In the previous example, ∆ has Structure

q =



δm 0 0
0 δk 0
0 0 δc


 p

Of course, ‖∆‖ < 1, but it is also diagonal.

• To ignore this structure leads to conservative Results

• We will return to this issue in the next lecture.
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Nonlinearity (Structural Error in Model)
Absolute Stability Problems

The Rayleigh Equation:

ÿ − 2ζ(1− αẏ2)ẏ + y = u

2 - 3 Mathematical Preliminaries 2001.10.08.01

Example: Raleigh equation

ÿ − 2ζ(1 − αẏ2)ẏ + y = u

Define G by

ẋ(t) =

[
2ζ −1
1 0

]
x +

[
−2ζα
0

]
q +

[
1
0

]
u

p(t) =
[
1 0

]
x(t)

y(t) =
[
0 1

]
x(t)

and Q by
q(t) = Q(p(t)) = p(t)3

Nominal System: P

ẋ(t) =

[
2ζ −1
1 0

]
x(t) +

[
−2ζα

0

]
q(t) +

[
1
0

]
u(t)

p(t) =
[
1 0

]
x(t)

y(t) =
[
0 1

]
x(t)

Uncertain System: ∆

q(t) = (∆p)(t) = p(t)3

• ∆ is NOT norm-bounded. (p(t)3 6≤ Kp(t) for any K)

• However, 〈p, q〉 =
∫
p(t)q(t)dt =

∫
p(t)4dt ≥ 0.

• Does This Help?
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Unmodelled States
Model Reduction

Higher-Order Dynamics and Model Reduction: Missing States
[
ẋ1

ẋ2

]
=

[
A11 A12

A21 A22

] [
x1

x2

]
+

[
B1

B2

]
w

y =
[
C1 C2

] [x1

x2

]
+Dw

Problem: If we don’t model the states x2, then A12, A21, A22, B2 and C2 are
all unknown.
Model of Uncertainty: Put all the unknowns is an interconnected system.

Nominal System: P

ẋ1(t) = A11x1(t) + p(t) +B1w(t)

q(t) =

[
I
0

]
x1(t) +

[
0
I

]
w(t)

Uncertain System: ∆

ẋ2(t) = A22x1(t) +
[
A21 B2

]
q(t)

p(t) = A12x2(t)

Question: How to model ∆ if it is unknown?
• Since ∆ is state-space (and stable), ∆ ∈ H∞.
• Which means ‖∆‖L(L2) = ‖∆‖H∞ is bounded.
• Can we assume ‖∆‖H∞ < 1? < .1?
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Time-Varying Uncertainty?
Gain Scheduling and Logical Switching

Several Operating Points: In Gain Scheduling, the controller
switches depending on operating point.

4.4 s 11.9 s 19.5 s 23.0 s 28.0 s 35.0 s 40.0 s t

The dynamics switch with the state.

• This is called a Hybrid System

• Technically, it is not uncertain,
since model is defined

Dynamics:

ẋ(t) = Ax(t) +Bu(t)

If x(t) <3 : u(t) = K1x(t)
If x(t) >3 : u(t) = K2x(t)
There can be an array of gains.
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Delayed Systems
Infinite Unmodelled States

ẋ(t) = Ax(t) +A1x(t− τ) +Bu(t)

Nominal System: P

ẋ(t) = Ax(t) +Aq(t) +Bu(t)

p(t) = x(t)

y(t) = x(t)

Uncertain System: ∆

q(t) = p(t− τ)

In the Frequency Domain:

q(s) = e−τsp(s)

Hence ∆̂(s) = e−τs

• ‖∆̂‖H∞ = 1

• Can use Small-gain.
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Alternatives to the LFT
Additive Affine Time-Varying Interval and Polytopic Uncertainty

• Time-Varying Uncertainty can cause problems
• Because dealing with Structured Uncertainty is difficult, we often look for

alternative representations.
Consider the following form of time-varying uncertainty

ẋ(t) = (A0 + ∆A(t))x(t)

where
∆A(t) = A1δ1(t) + · · ·+Akδk(t)

where δ(t) lies in either the intervals

δi(t) ∈ [δ−i , δ
+
i ]

or the simplex

δ(t) ∈ {α :
∑

i

αi = 1, αi ≥ 0}

For convenience, we denote this Convex Hull as

Co(A1, · · · , Ak) :=

{∑

i

Aiαi : αi ≥ 0,
∑

i

αi = 1

}
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Alternatives to the LFT
Additive Affine Time-Varying Interval and Polytopic Uncertainty

For example,

mẍ+ cẋ+ kx = F x(s) =
1

ms2 + cs+ k
u(s)

Define x1 = y and x2 = mẏ
[
ẋ1

ẋ2

]
=

[
0 m−1

−k − c
m

] [
x1

x2

]
+

[
0
1

]
F

Then if m ∈ [m−,m+], c ∈ [c−, c+], k ∈ [k−, k+], then

m−1 ∈
[

1

m+
,

1

m−

]

c

m
∈
[
c−

m+
,
c+

m−

]

Note: This doesn’t always work!
• e.g. if in addition there were a c coefficient (appearing w/o 1/m).
• Need a change of parameters which becomes affine in the parameters.
• Then you are stuck with the LFT.
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Discrete-Time Case

All frameworks are readily adapted to the Discrete-Time Case:
LFT Framework: [

xk+1

zk

]
= S̄(P,∆)

[
xk
wk

]

Additive or Polytopic Framework:

xk+1 = (A0 + ∆Ak)xk + (B0 + ∆Bk)uk

where
∆Ak = A1δ1,k + · · ·+AkδK,k

where δk lies in either the intervals

δi,k ∈ [δ−i , δ
+
i ]

or the simplex

δk ∈ {α :
∑

i

αi = 1, αi ≥ 0}
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Types of Uncertainty

To Summarize, we have many choices for our uncertainty Set, ∆
• Unstructured, Dynamic, norm-bounded:

∆ := {∆ ∈ L(L2) : ‖∆‖H∞ < 1}
• Structured, Static, norm-bounded:

∆ := {diag(δ1, · · · , δK ,∆1, · · ·∆N ) : |δi| < 1, σ̄(∆i) < 1}
• Structured, Dynamic, norm-bounded:

∆ := {diag(∆1,∆2, · · · ) ∈ L(L2) : ‖∆i‖H∞ < 1}
• Unstructured, Parametric, norm-bounded:

∆ := {∆ ∈ Rn×n : ‖∆‖ ≤ 1}
• Parametric, Polytopic:

∆ := {∆ ∈ Rn×n : ∆ =
∑

i

αiHi, αi ≥ 0,
∑

i

αi = 1}
• Parametric, Interval:

∆ :=

{∑

i

∆iδi : δi ∈ [δ−i , δ
+
i ]

}

Each of these can be Time-Varying or Time-Invariant!
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